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Preface

Peer-to-peer (P2P) computing is attracting enormous media attention, spurred
by the popularity of file sharing systems such as Napster, Gnutella, and Mor-
pheus. The peers are autonomous, or as some call them, first-class citizens. P2P
networks are emerging as a new distributed computing paradigm for their po-
tential to harness the computing power of the hosts composing the network and
make their underutilized resources available to others. This possibility has gener-
ated a lot of interest in many industrial organizations that have already launched
important projects.

In P2P systems, peer and Web services in the role of resources become shared
and combined to enable new capabilities greater than the sum of the parts. This
means that services can be developed and treated as pools of methods that can
be composed dynamically. The decentralized nature of P2P computing makes it
also ideal for economic environments that foster knowledge sharing and collabo-
ration as well as cooperative and non-cooperative behaviors in sharing resources.
Business models are being developed that rely on incentive mechanisms to sup-
ply contributions to the system and methods for controlling free riding. Clearly,
the growth and the management of P2P networks must be regulated to ensure
adequate compensation of content and/or service providers. At the same time,
there is also a need to ensure equitable distribution of content and services.

Although researchers working on distributed computing, multiagent systems,
databases and networks have been using similar concepts for a long time, it is
only recently that papers motivated by the current P2P paradigm have started
appearing in high-quality conferences and workshops. Research in agent sys-
tems in particular appears to be most relevant because, since their inception,
multiagent systems have always been thought of as networks of peers.

The multiagent paradigm can thus be superimposed on the P2P architecture,
where agents embody the description of the task environments, the decision-
support capabilities, the collective behavior, and the interaction protocols of
each peer. The emphasis in this context on decentralization, user autonomy,
ease and speed of growth that gives P2P its advantages also leads to significant
potential problems. Most prominent among these problems are coordination, the
ability of an agent to make decisions on its own actions in the context of activ-
ities of other agents, and scalability, the value of the P2P systems lies in how
well they scale along several dimensions, including complexity, heterogeneity of
peers, robustness, traffic redistribution, and so on. It is important to scale up
coordination strategies along multiple dimensions to enhance their tractability
and viability, and thereby to widen the application domains. These two prob-
lems are common to many large-scale applications. Without coordination, agents
may be wasting their efforts, squandering resources and failing to achieve their
objectives in situations requiring collective effort.



VI Preface

This workshop brought together researchers working on agent systems and
P2P computing with the intention of strengthening this connection. These objec-
tives are accomplished by bringing together researchers and contributions from
these two disciplines but also from more traditional areas such as distributed
systems, networks and databases.

We sought high-quality and original contributions on the general theme of
“Agents and P2P Computing”. The following is a non-exhaustive list of topics
of special interest:

– intelligent agent techniques for P2P computing
– P2P computing techniques for multi-agent systems
– the Semantic Web and semantic coordination mechanisms for P2P systems
– scalability, coordination, robustness and adaptability in P2P systems
– self-organization and emergent behavior in P2P systems
– e-commerce and P2P computing
– participation and contract incentive mechanisms in P2P systems
– computational models of trust and reputation
– community of interest building and regulation, and behavioral norms
– intellectual property rights and legal issues in P2P systems
– P2P architectures
– scalable data structures for P2P systems
– services in P2P systems (service definition languages, service discovery, fil-

tering and composition etc.)
– knowledge discovery and P2P data mining agents
– P2P-oriented information systems
– information ecosystems and P2P systems
– security considerations in P2P networks
– ad-hoc networks and pervasive computing based on P2P architectures and

wireless communication devices
– grid computing solutions based on agents and P2P paradigms

This volume is the postproceedings of AP2PC 2004, the 3rd International
Workshop on Agents and P2P Computing,1 held in New York City on July 19,
2004 in the context of the 3rd International Joint Conference on Autonomous
Agents and Multi-agent Systems (AAMAS 2004).

These proceedings contain papers presented at AP2PC 2004 fully revised
according to reviewers’ comments and discussions at the workshop, plus three
invited papers related to the invited talk and the panel. The volume is organized
according to the following sessions held at the workshop:

– P2P networks and search performance
– emergent communities and social behaviors
– semantic integration
– mobile P2P systems

1 http://p2p.ingce.unibo.it/



Preface VII

– adaptive systems
– agent-based resource discovery
– trust and reputation

We would like to thank the invited speaker Hector Garcia-Molina, full profes-
sor and chairman in the Department of Computer Science at Stanford University,
for his talk on semantic overlay networks for P2P systems.

We would also like to thank Munindar P. Singh, full professor in the De-
partment of Computer Science at North Carolina State University, for chairing
the panel with the theme “Conducting Business via P2P and Emerging Mission-
Critical Applications”. We express our deepest appreciation for the workshop
participants (more than 40 people) for their lively discussions, in particular for
the invited panelists: Sonia Bergamaschi, Hector Garcia-Molina, Sandip Sen and
Steven Willmott.

After distributing the call for papers for the workshop, we received 34 pa-
pers. All submissions were reviewed for scope and quality, 12 were accepted as
full papers and 8 as short contributions. We would like to thank the authors for
their submissions and the members of the Program Committee for reviewing the
papers under time pressure and for their support for the workshop. Finally, we
would like to acknowledge the Steering Committee for its guidance and encour-
agement.

This workshop followed the successful second edition, which was held in con-
junction with AAMAS in Melbourne, Australia in 2003. In recognition of the
interdisciplinary nature of P2P computing, a sister event called the Second Inter-
national Workshop on Databases, Information Systems, and P2P Computing2

was held in Toronto in September 2004 in conjunction with the International
Conference on Very Large Data Bases (VLDB).

Fall 2004 Gianluca Moro (University of Bologna)
Sonia Bergamaschi (University of Modena and Reggio-Emilia)

Karl Aberer (EPFL)

2 http://dbisp2p.ingce.unibo.it/
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Philipp Obreiter, Stefan Fähnrich, Jens Nimis . . . . . . . . . . . . . . . . . . . . 229

Opinion Filtered Recommendation Trust Model in Peer-to-Peer
Networks

Weihua Song, Vir V. Phoha . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 237

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 245



Semantic Overlay Networks for P2P Systems

Arturo Crespo and Hector Garcia-Molina

Stanford University
{crespo, hector}@cs.stanford.edu

Abstract. In a peer-to-peer (P2P) system, nodes typically connect to a
small set of random nodes (their neighbors), and queries are propagated
along these connections. Such query flooding tends to be very expensive.
We propose that node connections be influenced by content, so that for
example, nodes having many “Jazz” files will connect to other similar
nodes. Thus, semantically related nodes form a Semantic Overlay Net-
work (SON). Queries are routed to the appropriate SONs, increasing the
chances that matching files will be found quickly, and reducing the search
load on nodes that have unrelated content. We have evaluated SONs by
using an actual snapshot of music-sharing clients. Our results show that
SONs can significantly improve query performance while at the same
time allowing users to decide what content to put in their computers
and to whom to connect.

1 Introduction

Peer-to-peer systems (P2P) have grown dramatically in recent years. They offer
the potential for low cost sharing of information, autonomy, and privacy. How-
ever, query processing in current P2P systems is very inefficient and does not
scale well. The inefficiency arises because most P2P systems create a random
overlay network where queries are blindly forwarded from node to node. As an
alternative, there have been proposals for “rigid” P2P systems that place con-
tent at nodes based on hash functions, thus making it easier to locate content
later on (e.g., [1, 2]). Although such schemes provide good performance for point
queries (where the search key is known exactly), they are not as effective for
approximate, range, or text queries. Furthermore, in general, nodes may not be
willing to accept arbitrary content nor arbitrary connections from others.

In this paper we propose Semantic Overlay Networks (SONs), a flexible net-
work organization that improves query performance while maintaining a high
degree of node autonomy. With Semantic Overlay Networks (SONs), nodes with
semantically similar content are “clustered” together. To illustrate, consider Fig-
ure 1 which shows eight nodes, A to H , connected by the solid lines. When using
SONs, nodes connect to other nodes that have semantically similar content. For
example, nodes A, B, and C all have “Rock” songs, so they establish connec-
tions among them. Similarly, nodes C, E, and F have “Rap” songs, so they
cluster close to each other. Note that we do not mandate how connections are
done inside a SON. For instance, in the Rap SON node C is not required to
connect directly to F . Furthermore, nodes can belong to more than one SON

G. Moro, S. Bergamaschi, and K. Aberer (Eds.): AP2PC 2004, LNAI 3601, pp. 1–13, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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Rock

Rap

Jazz

Country

Fig. 1. Semantic Overlay Networks

(e.g., C belongs to the Rap and Rock SONs). In addition to the simple partition-
ing illustrated by Figure 1, in this paper we will also explore the use of content
hierarchies, where for example, the Rock SON is subdivided into “Soft Rock”
and “Hard Rock.”

In a SON system, queries are processed by identifying which SON (or SONs)
are better suited to answer it. Then the query is sent to a node in those SONs
and the query is forwarded only to the other members of that SON. In this way, a
query for Rock songs will go directly to the nodes that have Rock content (which
are likely to have answers for it), reducing the time that it takes to answer the
query. Almost as important, nodes outside the Rock SON (and therefore unlikely
to have answers) are not bothered with that query, freeing resources that can be
used to improve the performance of other queries.

There are many challenges when building SONs. First, we need to be able to
classify queries and nodes (what does “contain rock songs” means?). We need to
decide the level of granularity for the classification (e.g., just rock songs versus
soft, pop, and metal rock) as too little granularity will not generate enough
locality, while too much would increase maintenance costs. We need to decide
when a node should join a SON (if a node has just a couple of documents on
“rock,” do we need to place it in the same SON as a node that has hundreds
of “rock” documents?). Finally, we need to choose which SONs to use when
answering a query.

Many of our questions can only be answered empirically by studying real P2P
content and how well it can be organized into SONs. For our empirical evaluation
we have chosen music-sharing systems. These systems are of interest not only
because they are the biggest P2P application ever deployed, but also because
music semantics are rich enough to allow different classification hierarchies. In
addition there is a significant amount of data available that allows us to perform
realistic evaluations. While our experimental results in this paper are particular
to this important application, we have no reason to believe they would not apply
in other applications with good classification hierarchies.
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Also note that due to space limitations, in this paper we do not present the
full results of our work. A more detailed and formal description of our approach,
as well as additional experimental results, can be found in the extended version
of this paper [3].

2 Related Work

The idea of placing data in nodes close to where relevant queries originate was
used in early distributed database systems [4]. However, the algorithms used
for distributed databases are based on two fundamental assumptions that are
not applicable to P2P systems: that there are a small number of stables nodes,
and that the designer has total control over the data. There are a number of
P2P research systems (CAN [2], CHORD [1], Oceanstore [5], Pastry [6], and
Tapestry [7]) that are designed so documents can be found with a very small
number of messages. However, all these techniques either mandate a specific net-
work structure or assume total control over the location of the data. Although
these techniques may be appropriate in some application, the lack of node au-
tonomy has prevented their use in wide-scale P2P systems. There is a large
corpus of work on document clustering using hierarchical systems (see [8] for a
survey). However, most clustering algorithms assume that documents are part
of a controlled collection located at a central database. Clustering algorithms
for decentralized environments have also been studied in the context of the web.
However, these techniques depend on crawling the data into a centralized site
and then using clustering techniques to either make web search results more ac-
curate (as in SONIA [9]) or easier to understand. A more decentralized approach
has been taken by Edutella [10].

3 Semantic Overlay Networks

In this section we introduce informally the concept of Semantic Overlay Networks
(SONs) (see [3] for a formal definition). In a P2P system, the links between the
nodes typically form a single overlay network. In this paper we advocate the
creation of multiple overlay networks to improve search performance. We do not
focus on on how queries are routed within an overlay network (see Section 2 for a
brief overview of current solutions to the intra-overlay network routing problem).
Therefore, we will ignore the link structure within an overlay network and we
will represent an overlay network just by the set of nodes in it.

Requests for documents are made by issuing a query q and some additional
system-dependent information (such as the horizon of the query). A query is
also system dependent and it can be as simple as a document identifier, or
keywords, or even a complex SQL query. In this paper we assume that queries
are partial, so the request includes a minimum number of results that need to
be returned.
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Fig. 2. Classification Hierarchies

3.1 Classification Hierarchies

Our objective is to define a set of overlay networks in such a way that, when given
a request, we can select a small number of overlay networks whose nodes have a
“high” number of hits. The benefit of this strategy is two fold. First, the nodes
to which the request is sent will have many matches, so the request is answered
faster; and second, but not less important, the nodes that have few results for
this query will not receive it, avoiding wasting resources on that request (and
allowing other requests to be processed faster).

We propose using a classification hierarchy as the basis of the formation of
the overlay networks. For example, in Figure 2, we show 3 possible classification
hierarchies for music documents. In the first one, music documents are classified
according to their style (rock, jazz, etc.) and their substyle (soft, dance, etc.);
in the second one, they are classified by decade; and in the third one, they are
classified by tone (warm, exciting, etc.).

Each document and query is classified into one or more leaf concepts in the
hierarchy. However, in practice, classification procedures may be imprecise as
they may not able to determine exactly to which concept a query or document
belongs. In this case, imprecise classification functions may return non-leaf con-
cepts, meaning that document or query belongs to one or more descendant of the
non-leaf concept, but the classifier cannot determine which one. For example,
when using the leftmost classification hierarchy of Figure 2, a “Pop” document
may be classified as “Rock” if the classifier cannot determine to which substyle
(“Pop,” “Dance,” or “Soft”) the document actually belongs. Classifiers may also
make mistakes by returning the wrong concept for a query or document. We call
the set of documents that classify into the same concept the “bucket” of that
concept.

In a P2P system, documents are actually kept by nodes. Therefore, we need
to classify nodes, rather than documents. We call a group of semantically related
nodes a Semantic Overlay Network (SON), and we associate each SON with a
concept in the classification hierarchy. We call a SON associated with concept c,
the SON for c or SONc. For example, in the leftmost hierarchy in Figure 2 (if we
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Fig. 3. Generating Semantic Overlay Networks

assume that only the its only concepts are the ones shown), we will define at 9
SONs: 6 associated with the leaf nodes (soft, dance, pop, New Orleans, etc.), one
associated with rock, another associate with jazz, and a final one associate with
music. To completely define a SON, we need to explain how nodes are assigned
to SONs and how we decide which SONs to use to answer a query.

A node decides which SONs to join based on the classification of its doc-
uments. There are many strategies for node placement. For example, we may
place a node in SONc if it has any document classified in c. This strategy is very
conservative as it will place a node in SONc if just one document classifies as c.
A less conservative strategy will place a node in SONc if a “significant” num-
ber of document classifies as c. Such less-conservative strategy has two effects:
it reduces the number of nodes in a SON and it reduces the number of SONs
to which a node belongs. The first of these effects increases the advantages of
SONs as fewer nodes need to be queried. The second effect reduces the cost of
SONs as the greater the number of SONs to which a node belongs, the greater
the the node overhead for handling many different connections. However, a less
conservative strategy may prevent us from finding all documents that match a
query. In the extended version of this paper, we study different strategies for
assignment of nodes to SONs.

After assigning nodes to SON, we may make adjustments to the SONs based
on the actual data distributions in the nodes. For example, if we observe that a
SON contains only a very small number of nodes, we may want to consolidate
that SON with a sibling or its parent in order to reduce overhead.

To summarize, the process of building and using SONs is depicted in Fig-
ure 3. First, we evaluate potential classification hierarchies using the actual data
distributions in the nodes (or a sample of them) and find a good hierarchy. This
hierarchy will be stored by all (or some) of the nodes in the system and it is
used to define the SONs. A node joining the system, first floods the network
with requests for the hierarchy in a Gnutella fashion (we do not address se-
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curity problems in this paper, but inconsistent hierarchies may be detected by
obtaining the hierarchy from multiple sources and using a majority rule). Then,
the node runs a document classifier based on the hierarchy obtained on all its
documents. Then, a node classifier assigns the node to specific SONs (by, for
example, using the conservative strategy described in this section). The node
joins each SON by finding nodes that belong to those SONs. This can be done
again in a Gnutella fashion (flooding the network until nodes in that SON are
found) or by using a central directory. When the node issues a query, first it
classifies it and sends it to the appropriate SONs (nodes in those SONs can be
found in a similar fashion as when the node connected to its SON). After the
query is sent to the appropriate SONs, nodes within the SON find matches by
using some propagation mechanism (such as Gnutella flooding or super peers).

In the next sections, we will study the challenges and present solutions for
building a P2P system using Semantic Overlay networks. We will evaluate our
solutions by simulating a music-sharing system based on real data from Nap-
ster [11] and OpenNap [12]. Specifically, in this paper we will address the fol-
lowing challenges:

– Classifying queries and documents (Section 4): Imprecise classifiers can map
too many documents and queries to higher levels of the hierarchy, making
searches more expensive. What are the options for building classifiers? Are
they precise enough for our needs? What is the impact of classification errors?

– Searching SONs (Section 6): How do we search SONs? Is it worth having Se-
mantic Overlay Networks? Is the search performance of a SON-based system
better than a single-overlay network system such as Gnutella?

– SON membership When should a node join a SON? What is the cost of
joining a SON? Can we reduce the number of SONs that a node needs to
belong to (while being able to find most results)?

4 Classifying Queries and Documents

In this section we describe how documents and queries are classified. Although
the problem of classifying documents and the problem of classifying queries are
very similar, the requirements for the document and query classifiers can be very
different. Specifically, it is reasonable to expect that nodes will join a relatively
stable P2P network at a low rate (a few per minute); while we could expect
a much higher query rate (hundreds or even more per second). Additionally,
node classification is more bursty as when a node joins the network it may have
hundreds of documents to be classified; on the other hand, queries will likely to
arrive at a more regular rate. Under these conditions, the document classifier
can use a very precise (but time consuming) algorithm that can process in batch
a large number of documents; while, the query classifier must be implemented
by a fast algorithm that may have to be imprecise.

The classification of documents and queries can be done automatically, man-
ually, or by a hybrid processes. Examples of automatic classifiers include text
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matching [13], Bayesian networks [14], and clustering algorithms [15]. These au-
tomatic techniques have been extensively studied and they are beyond the scope
of this paper. Manual classification may be achieved by requiring users to tag
each query with the style or substyle of the intended results. If the user does
not know the substyle or style of the potential results, he can always select the
root of the hierarchy so all nodes are queried. Finally, hybrid classifiers aid the
manual classification with databases as we will see shortly in our experiments.

4.1 Evaluating Our Document Classifier

Documents were classified by probing the database of All Music Guide at allmu-
sic.com [16]. In this database songs and artists are classified using a hierarchy
of style/substyle concepts equivalent to the leftmost classification hierarchy of
Figure 2. Recall that for each Napster node used in our evaluation we had a list
of filenames with the format “directory/author-song title.mp3.” As a first step,
the document classifier extracted the author and the song title for the file. The
classifier then probed the database with that author and song and obtained a
list of possible song matches. Finally, the classifier selected the highest rank song
and found its style and substyles. If there were not matches in the database, the
classifier assigned “unknown” to the style and substyle of the file.

There were many sources of errors when using our document classifier. First,
the format of the files may not follow the expected standard, so the extraction
of the author and song title may return erroneous values. Second, we assumed
that all files were music (but Napster could be, and was actually used, to share
other kind of files). Third, users made misspellings in the name of artist and/or
song (to reduce the effect of misspellings, we used a phonetic search in the All
Music database, so some common misspellings did not affect the classification).
Finally, the All Music database is not complete, which is especially true in the
case of classical music.

To evaluate the document classifier, we measured the number of incorrect
classifications. We selected 200 random filenames and manually found the sub-
styles to which they belong (occasionally using the All Music database and

Fig. 4. Choosing SONs to join
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Google as an aid to find the substyles of obscure pieces). We then compared
the manual classification with the one obtained from our document classifier.
We considered a classification to be incorrect for a given document if the doc-
ument classifier returned one or more substyles to which the document should
not belong. Note that an “unknown” classification from our classifier, although
very imprecise, is not incorrect as it would correspond to the root node of the
classification hierarchy. In our evaluation, we found that 25% of the files were
classified incorrectly.

However, a node can still be correctly classified even if some of its documents
are misclassified. (If a node is properly classified, it will be possible to find
the misclassified documents later on.) To evaluate the true effect of document
misclassification, we selected 20 random nodes, we classified all their documents,
and assigned the nodes to all the substyles of their respective documents. We
considered a classification to be incorrect for a given node if the node was not
assigned to one or more substyles to which the node should belong. In our
evaluation, we found that only 4% of the nodes were classified incorrectly. This
result shows that errors when classifying documents tend to cancel each other
within a node. Specifically, even if we fail to classify a document as, for example,
“Pop” it is likely that there will be some other “Pop” document in the node that
will be classified correctly so the node will still be in the “Pop” SON.

4.2 Evaluating Our Query Classifier

For our experiments, queries were classified by hand by the authors of this paper.
Queries were either classified in one or more substyles, a single style, or as
“music”(the root of the hierarchy). In our experiments we used queries obtained
from traces of actual queries sent to an OpenNap server run at Stanford [17].
Thus, by manually classifying queries, we are “guessing” what the users would
have selected from say a drop-down menu as they submitted their queries.

Unfortunately, we cannot evaluate the correctness of the query classification
method (we, of course, consider our classification of all queries to be correct).
Nevertheless, we can study how precise our manual classification was (i.e., how
many times queries were classified into a substyle, a style, or at the root of the
classification hierarchy). We selected a trace of 50 distinct queries (the original
query trace contained many duplicates which the authors of [17] believed were
the result of cycles in the OpenNap overlay network) and then manually classified
those queries. The result was that 8% of the queries were classified at the root of
the hierarchy, 78% were classified a the style level of the hierarchy and 14% at the
substyle level. In the extended version of this paper we show that the distribution
of queries over hierarchy levels impacts the overall system performance, as more
precisely classified queries can be executed more efficiently.

5 Nodes and SON Membership

In Section 3 we presented a conservative strategy for nodes to decide which SONs
to join. Basically, under this strategy, nodes join all the SONs associated with a
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concept for which they have a document. This strategy guarantees that we will
be able to find all the results, but it may increase both the number of nodes in
each SON and the number of connections that a node needs to maintain. A less
conservative strategy, where nodes join some of all the possible SONs, can have
better performance. In this section we introduce a non-conservative assignment
strategy: Layered SONs.

The Layered SONs approach exploits the very common zipfian data distri-
bution in document storage systems. (It has been shown that the number of
documents in a website when ranked in order of decreasing frequency, tend to
be distributed according to Zipf’s Law [18].) For example, on the left side of
Figure 4 we present a hypothetical histogram for a node with a zipfian data dis-
tribution (we’ll explain the rest of the figure shortly). In this histogram we can
observe that 45% of the documents in the node belong to category c1, about 35%
of the documents belong to category c2, while the remaining documents belong
to categories c3 to c8. Thus, which SONs should the node join? The conservative
strategy mandates that the node need to join SONc1 through SONc8 . However,
if we assume that queries are uniform over all the documents in a category, it is
clear that the node will have a higher probability of answering queries in SONc1

and SONc2 than queries in the other SONs. In other words, the benefit of having
the node belong to SONc1 and SONc2 is high, while the benefit of joining the
other SONs will be very small (and even negative due to the overhead of SONs).
A very simple and aggressive alternative would be to have the node join only
SONc1 and SONc2 . However, this alternative would prevent the system from
finding the documents in the node that do not belong to categories c1 and c2.

Nodes determine which SONs to join based on the number of documents in
each category. To illustrate, consider again Figure 4. At the right of the figure we
present the hierarchy of concepts that will aid a node in deciding which SONs
to join. In addition, a parameter of the Layered SON approach is the minimum
percentage of documents that a node should have in a category to belong to the
associated SON (alternatively, we can also use an absolute number of documents
instead of a percentage). In the example, we have set that number at 15%. Let us
now determine which SONs the node with the histogram at the left of Figure 4
should join. First, we consider all the base categories in the hierarchy tree (c1 to
c8). As c1 and c2 are above 15%, the node joins SONc1 and SONc2 . As all the
remaining categories are all below 15%, the node does not join their SONs. We
then consider the second level categories (c9, c10, and c11). As the combination of
the non-assigned descendants of c9, c3 and c4, is higher than 15%, the node joins
SONc9 . However, the node does not join the SON of c10 as the combination of c5
and c6 are not above 15%. Similarly the node does not join the SONs of c11 as c7
and c8 are below the threshold. Finally, the node joins the SON associated with
the root of the tree (SONc12) as there were categories (c5, c6, c7 and c8) that
are not part of any assignment. This final assignment is done regardless of the
15% threshold as this ensures that all documents in the node can be found (in
our example, if we do not join SONc12 we will not be able to find the documents
in the SONs of c5, c6, c7 and c8).
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The conservative assignment is equivalent to a Layered SON where the
threshold for joining a SON has been set to 0%. In this case, the node will
join the SONs associated with all the base concepts for which it has one or more
documents.

6 Searching SONs

In this section, we explore the problem of how to choose among a set of SONs
when using Layered SONs. (We discussed in Section 3.1 the mechanisms used
by nodes to actually send the queries to those SONs.)

6.1 Searching with Layered SONs

Searches in Layered SONs are done by first classifying the query. Then, the query
is sent to the SON (or SONs) associated with the base concept (or concepts)
of the query classification. Finally, the query is progressively sent higher up in
the hierarchy until enough results are found. In case more than one concept is
returned by the classifier, we do a sequential search in all the concepts returned
before going higher up in the hierarchy. For example, when looking for a “Soft
Rock” file we start with the nodes in the “Soft Rock” SON. If not enough
results are found (recall that partial queries have a target number of results), we
send the query to the “Rock” SON. Finally, if we still have not found enough
results, we send the query to the “Music” SON. There are multiple approaches
when searching with Layered SONs. In this paper we are concentrating on a
single serial one (as our objective is to minimize number of messages). However,
there are other approaches such as searching more than one SON in parallel
(by asking each one for some fraction of the target results) which may result in
higher number of messages, but will start producing results faster.

This search algorithm does not guarantee that all documents will be found if
there are classification mistakes for documents. Not finding all documents may
or may not be a problem depending on the P2P system, but in general, if we
need to find all documents for a query (in the presence of classification mistakes),
our only option is an exhaustive search among all nodes in the network. How-
ever, we will see that with our document classifier (which has an per-document
classification mistake probability of 25%), we can find more than 95% of the
documents that match a query. In addition, this search algorithm may result in
duplicate results. Specifically, duplication can happen when a node belongs, at
the same time, to a SON associated with a substyle and to the SON associated
with the parent style of that substyle. In this case, a query that is sent to both
SONs will search the node twice and thus it will find duplicate results.

6.2 Experiments

We will now consider two possible SON configurations and evaluate their per-
formance against a Gnutella-like system. As before, we used the crawl of 1800
Napster nodes made at the University of Washington, which were classified using
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the All Music database. We assumed that the nodes in the network (both inside
SONs and in the Gnutella network) were connected via an acyclic graph and
that on average each node was connected to four other nodes. Although the as-
sumption of an acyclic graph is not realistic, we are considering acyclic networks
as the effect of cycles is independent of the creation of SONs. Cycles affect a
P2P system by creating repeated messages containing queries that the receiving
nodes have already seen. Therefore, an analysis of an acyclic P2P network gives
us a lower estimate of the number of messages generated.

For this experiment we used 50 different random queries obtained from traces
of actual queries sent to an OpenNap server run at Stanford [17]. These queries
were classified by hand. Queries classified at the substyle level were sent sequen-
tially to the corresponding SON (or SONs), and then to the style-level SON.
Queries classified at the style level, were first sent sequentially to all substyles
of that style, and then to the style level. Queries classified at the root of the
hierarchy were sent to all nodes. We measure the level of recall averaged for all
50 queries versus the number of messages sent in the system. The graphs were
obtained by running 50 simulations over randomly generated network topologies.

In Figure 5, we show the result of this experiment. The figure shows the
number of messages sent versus the level of recall. Layered SONs were able to
obtain the same level of matches with significantly fewer messages than the
Gnutella-like system. However, Layered SONs do not achieve recall levels of
100% in general (average maximum recall was 93%) due to mistakes in the
classification of nodes.

The results of Figure 5 show the average performance for all query types
(dotted line). However, if a user is able to precisely classify his query, he will
get significantly better performance. To illustrate this point, Figure 5 also shows
with a dashed the number of messages sent versus the level of recall for queries
classified at the substyle level (the lowest level of the hierarchy). In this case, we
obtain a significant improvement versus Gnutella. For example, to obtain a recall
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level of 50%, Layered SONs required only 461 messages, while Gnutella needed
1731 messages, a reduction of 375% in the number of messages. Moreover, even
at high recall levels, Layered SONs were able to reach a recall level of 92% with
about 1/5 of the messages that Gnutella required.

The shape of the curve for the message performance of Gnutella is slightly
different for all queries and for queries classified at the substyle level. The rea-
son for this difference is very subtle. The authors of this paper were only able
to classify very precisely (i.e. to the substyle level) queries for songs that are
very well known. Due to their popularity, there are many copies of these songs
throughout the network. Therefore, a Gnutella search approach will have a high
probability of finding a match in many of the nodes visited, making the flooding
of the network less of a problem than with more rare songs. Nevertheless, even
in this case, Layered SONs performed much better than Gnutella.

7 Conclusion

We studied how to improve the efficiency of a peer-to-peer system by clustering
nodes with similar content in Semantic Overlay Networks (SONs). We showed
how SONs can efficiently process queries while preserving a high degree of node
autonomy. We introduced Layered SONs, an approach that improves query per-
formance even more at a cost of a slight reduction in the maximum achievable
recall level. From our experiments we conclude that SONs offer significant im-
provements versus random overlay networks, while keeping costs low. We believe
that SONs, and in particular Layered SONs, can help improve the search per-
formance of current and future P2P systems where data is naturally clustered.
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Abstract. Performing efficient decentralized search is a fundamental
problem in Peer-to-Peer (P2P) systems. There has been a significant
amount of research recently on developing robust self-organizing P2P
topologies that support efficient search. In this paper we discuss four
structured and unstructured P2P models (CAN, Chord, PRU, and Hy-
pergrid) and three characteristic search algorithms (BFS, k-Random
Walk, and GAPS) for unstructured networks. We report on the results
of simulations of these networks and provide measurements of search
performance, focusing on search in unstructured networks. We find that
the proposed models produce small-world networks, and yet none ex-
hibit power-law degree distributions. Our simulations also suggest that
random graphs support decentralized search more effectively than the
proposed unstructured P2P models. We also find that on these topolo-
gies, the basic breadth-first search algorithm and its simple variants have
the lowest search cost.

1 Introduction

Peer-to-Peer (P2P) networks have sparked a great deal of interdisciplinary excite-
ment and research in recent years [17]. This work heralds a fruitful perspective on
P2P systems vis-á-vis open multi-agent-systems (MAS)1 [14]. A central issue for
both P2P networks and MAS is the problem of decentralized search; an effective
search facility that uses only local information is essential for their scalability
and, ultimately, their success. Initial work on this issue suggests that there is
a strong relationship between network topology and search algorithms; several
deployed P2P networks [3,10,11,18] and MAS [2] have been shown to exhibit

1 In an open MAS, agents do not have complete global knowledge of system member-
ship.
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power-law degree distributions2 and small-world properties.3 In a small-world
network, there is a short path between any two nodes. This knowledge, however
does not give much leverage during search for paths in small-world systems be-
cause there are no local clues for making good choices. What is the best we can
do for decentralized search in a small-world? There has been little comparative
analysis of unstructured P2P models and search algorithms. Such validation and
comparison of models and algorithms is the first step in answering this question.

The approach we have taken to explore this issue is to model the network
topologies of two typical unstructured P2P models developed in the P2P com-
munity (PRU [19] and Hypergrid [21]) in simple graph-theoretic terms and build
simulations of these networks to measure topological properties and search per-
formance. As a comparison, we performed the same analyses on a random graph
[3,18] and two structured P2P models (CAN [20] and Chord [24]). We show
through these simulations that unstructured P2P networks have exactly the
properties and problems of small-world topologies; the networks have low diam-
eter but no means of directing search efficiently. Interestingly, these simulations
also show that none of the models considered generate power-law degree distribu-
tions. This turns out to be desirable in an engineered system; although power-law
networks support efficient decentralized search [1], they are fragile in the face
of attack [3] and can unfairly distribute network traffic during search [21]. The
reason for these weaknesses lies in the degree distribution; such networks have a
few nodes of very high degree that serve effectively as local “hubs.”

1.1 P2P Concepts and Related Work

There are two broad categories of P2P systems: hybrid and pure [17]. Hybrid
systems are characterized by some form of centralized control such as a name
look-up service [17] or a middle agent [8]. Pure systems strive for self-organization
and total decentralization of computation; these systems are the focus of the
work presented in this paper.

Pure P2P networks can be classified by the manner in which decentralization
is realized. In structured systems [20,24], placement of system resources at nodes
is strictly controlled and network evolution, consequently, incurs extra overhead.
Ideally, one would strive to minimize system constraints and costly datastruc-
tures when designing a P2P model. Unstructured systems are characterized by
a complete lack of constraints on resource distribution and minimal network
growth policies. These systems focus on growing a network with the desirable
low diameter of small world systems using only limited local information.

Early work on search methods for small world networks was done by Walsh
[27] and Kleinberg [13] and on decentralized search in scale-free networks by
2 The degree distribution of nodes in a graph follows a power-law if the probability

P (k) that a randomly chosen node has k edges is P (k) ∝ k−τ , for τ a constant skew
factor [3,18].

3 A small-world network is characterized by low diameter and high clustering co-
efficient, relative to a random graph of equivalent size [28]. We will define these
properties in full below.
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Adamic et al. [1]. An early study of unstructured P2P network search perfor-
mance was done by Lv et al. [15], comparing search performance on generic
power-law, random, and Gnutella networks.4 More recently, several groups have
continued to study search performance with a focus on comparing power-law and
random topologies with deployed P2P systems such as Gnutella [5,25,29]. Initial
studies on search in open MAS have also focused on generic topologies [9,23].
Several projects have investigated the topological characteristics of the Internet
[10] and implementations of P2P filesharing networks [11]. What has been miss-
ing in all of this work is a general comparative study of proposed unstructured
P2P models, their topologies, and performance of search algorithms. This paper
is an initial step in filling this gap in our understanding of decentralized search
in unstructured P2P networks and open MAS.

2 P2P Models

In this section, we briefly introduce the P2P models under discussion. To facili-
tate comparison, we consider network topologies using a uniform graph-theoretic
framework. We view peers as nodes in an undirected graph of size M where edges
indicate connections between peers in the network. Each node N in the graph
has, as an attribute, a routing table TN = [e1 : w1, . . . , ek : wk] that associates
a weight wi to each edge ei (1 � i � k) incident on N . This represents the
connections of node N to k neighbors in the graph. Unless otherwise stated, all
weight values are equal in the graph.

2.1 Structured Models

As mentioned above, structured models enforce strict constraints on network evo-
lution and resource placement. These constraints limit network robustness and
node autonomy. Structured P2P models are good for building systems where
controlled resource placement is a high priority, such as distributed file storage.
However, they are not good models for systems with highly dynamic mem-
bership. The main advantage of these models is that the added constraints
result in sublinear search mechanisms; each of these models has an associ-
ated native search mechanism that takes advantage of the added structure
[20,24].

CAN. The Content Addressable Network (CAN), proposed by Ratnasamy
et al. [20], is a framework for structured P2P systems based on a virtual d-
dimensional Cartesian coordinate space on a d-torus. Nodes in a CAN graph
have as an attribute the coordinates of a subspace of this space that are used in
adding nodes and edges to the graph. Initially, the graph consists of one node
and no edges. This initial node is assigned the entire virtual space. As nodes
are added to the graph, they are assigned a subspace in the virtual space from
a uniform distribution. The system self-organizes to adjust to a new node by
4 http://www.gnutella.com
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Fig. 1. 32 Node CAN and Chord Networks

adding edges from the new node to adjacent nodes in the space. A visualization
of a 32 node CAN graph is given in Figure 1 on the left.5

Chord. Chord, proposed by Stoica et al. [24], is another self-organizing struc-
tured P2P system model. Nodes in a Chord graph have, as an additional at-
tribute, a coordinate in a 1−dimensional virtual space (called a ring). When a
new node N is added to the graph, the routing table attributes of the nodes
adjacent to N on the ring are used to add edges between N and k other nodes
distributed in the space. A visualization of a 32 node Chord graph is given in
Figure 1 on the right.

2.2 Unstructured Models

Unstructured models strive for complete decentralization of decision making and
computation. They require only local maintenance procedures and are topologi-
cally robust in the face of system evolution. These models are good for building
highly dynamic systems where anonymity and minimal administrative overhead
are prized.

Random Graph. We utilize the Erdös-Rényi random graph as a baseline model
for comparison with unstructured networks [3,18]. There is one parameter in
building a system with this topology: connection probability p. To build a ran-
dom network based on this model, the graph initially has no edges. Then for
each possible undirected edge between two distinct nodes in the graph, an edge
is added with probability p.

PRU. The PRU (Pandurangan-Raghavan-Upfal) model for unstructured sys-
tems, proposed by Pandurangan et al. [19], is based on a simple network growth
policy that ensures low graph diameter. In these graphs, nodes have a boolean
attribute inCache, indicating their role in network evolution. The model has as
parameters node degree K, minimum degree L, and maximum degree U . The
graph starts with K nodes with attribute inCache = True. Each of these nodes
has L edges incident on them from randomly chosen nodes within the group.
When a new node N is introduced into the graph its inCache value is False,
5 All graph visualizations in this paper were made with the Pajek package [6].
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Fig. 2. 32 Node PRU and Hypergrid Networks

and edges are added between it and L randomly selected inCache nodes. If this
addition causes any inCache node NC to have more than U edges, NC has its
inCache value set to False, and a non-inCache node in the system is chosen
to become inCache [19]. A visualization of a 32 node PRU graph is given in
Figure 2 on the left with inCache nodes colored black.

Hypergrid. The Hypergrid model for P2P networks, proposed by Saffre and
Ghanea-Hercock [21], builds a graph topology that enforces low graph diameter
and bounded node degree. The graph grows as a simple k-ary tree with nodes
on the leaf level of the tree having their k − 1 free edges randomly connected
to other nodes on the same level in the tree that have degree less than k. A
visualization of a 32 node Hypergrid graph is given in Figure 2 on the right.

3 Unstructured P2P Search Algorithms

Search in a graph is defined as finding a path from a randomly chosen start
node Ns to a randomly chosen destination node Nd. The cost of a search is
the number of edges traversed in locating the destination node (i.e., the number
of “messages” sent between peers in the network during the search process).
There are two broad classes of search techniques for unstructured P2P graphs:
uninformed (blind) and informed (heuristic) [25]. Uninformed algorithms utilize
only local connectivity knowledge of the graph during search. Sometimes this
is the best we can do; without the ability to maintain some local state, search
can do little more than follow some systematic blind routine. If we can maintain
some local state, then search can proceed in a more intelligent manner. In addi-
tion to basic connectivity, informed algorithms use some localized knowledge of
the graph (such as “directional” metadata) to make heuristic decisions during
search. In this section we consider two characteristic uninformed search algo-
rithms, random Breadth-First-Search (BFS) [5,9,12] and k-random walk [1,15],
and a generic informed search algorithm, GAPS [26].

3.1 Random Breadth-First-Search

Random BFS [5,9,12] is an uninformed search algorithm that has been proposed
as an alternative to basic uninformed BFS (“flooding”). Basic BFS is a common
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technique for searching graphs. Search begins at Ns by checking each neighbor
for Nd. If this fails, each of these neighbors check their neighbors and this con-
tinues until Nd is found. The idea behind random BFS is to improve on the
flooding method to reduce message overhead during search. This is attempted
by randomly eliminating a fraction p of neighbors to check at each node. Search
then proceeds from Ns with ns neighboring nodes as follows: select �(1 − p)ns�
randomly chosen nodes adjacent to Ns, and return success if Nd is among them.
Otherwise each of these neighbors randomly selects a (1− p)-subset of its neigh-
bors. This process continues until Nd is located. If at any time during the search
a node N contacts a “dead-end” node (a leaf in the graph), the search process
backtracks to N and continues. It has recently been shown that there is an
optimal value for p in certain restricted power-law networks [5].

3.2 k-Random Walk

Random walk on a graph is a well known uninformed search technique [1,15].
In this approach, a reduction in message overhead is attempted by having a
single message routed through the network at random. Search proceeds from
Ns as follows: randomly select one neighbor N . If N �= Nd, then N similarly
contacts one of its neighboring nodes, avoiding re-selecting Ns (if N has only one
neighbor, it is forced to pass control back to Ns). This process continues until Nd

is located. This search mechanism does not generate as much message traffic as
the BFS algorithms since there is only one message being routed in the system.
The trade-off is that the search response time is significantly longer. k-random
walk extends this process to k random walkers that operate simultaneously with
the goal of reducing user-perceived response time [15].

3.3 Generic Adaptive Probabilistic Search

As mentioned above, uninformed search is the best we can do lacking some local
information. There have been several proposals to add “directional” metadata
to uninformed search [4,12,26,29]. We consider here a simplification of these pro-
posals which we call Generic Adaptive Probabilistic Search (GAPS), following
the adaptive probabilistic search algorithm of Tsoumakos and Roussopoulos [26].
GAPS can be viewed as a minimally informed approach to searching in an un-
structured system, making full use of the routing tables TN = [e1 : w1, . . . , ek :
wk] associated with each node N . The weight wi indicates the likelihood of suc-
cessful search through neighbor Ni based on previous search results. Initially,
wi = 1, ∀i.

Search proceeds from Ns as follows: choose a single edge ei from the routing
table with probability wi

Σk
j=1wj

, and return success if N = Nd is adjacent on this
edge. Otherwise, this neighbor selects one of its neighbors following the same
procedure. When the destination node Nd is located, all nodes along the path
from Ns to Nd (with loops removed) increment the weight in their neighbor
tables for their successor in the path by 1. In this way, these nodes will be
chosen with higher probability in future searches.
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4 Simulation Results

To compare P2P network models in combination with search algorithms, we
implemented them in a uniform framework. We considered using existing agent-
based simulators [4,16], but decided that the level of implementation detail nec-
essary for a clean investigation of topology/algorithm interaction necessitated
a simple common framework. For each network of size M that we simulated,
we used the following parameter values, which were chosen to build graphs of
approximately equivalent edge count across all models:

– Random Graph: probability p = 2M logM
M(M−1)

– CAN: dimension d = 3
– Chord: edges k = log M
– PRU: inCache node count K = M

4 , lower bound L = log M, upper bound
U = 3L + 3

– Hypergrid: degree k = 2 logM + c, for constant c < 6.

Table 1. Statistics of Simulated Networks

Model # Nodes # Edges Avg. Degree
(min/max) Avg. Distance Diameter Clustering

Coefficient

Random 1024 10240 20.0
(7/34) 2.65 4 0.02

PRU 1024 10350 20.21
(10/34) 2.89 5 0.25

Hypergrid 1024 10239 20.0
(2/25) 3.71 5 0.124

CAN 1024 9524 18.60
(4/45) 4.85 10 0.50

Chord 1024 9728 19.0
(19/19) 3.45 5 0.16

4.1 Topological Properties

As briefly discussed in Section 1, P2P models and MAS are anticipated to grow
small world networks that also possibly have power-law degree distributions

5 10 15 20 25 30 35 40 45
0

10

20

30

40

50

60

70

80

90

100

Degree

F
re

qu
en

cy

CAN
Random

5 10 15 20 25
0

20

40

60

80

100

120

140

160

Degree

F
re

qu
en

cy

Hypergrid

10 15 20 25 30
0

50

100

150

200

250

300

350

400

450

Degree

F
re

qu
en

cy

PRU

Fig. 3. Degree frequency distributions for CAN and Random model (left), HyperGrid
model (center), and PRU model (right)
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[3,5,10,11,18]. The results of our simulating the models under consideration for
M = 1024 are presented in Table 1. We measured these values using the Ucinet
package [7]. Here, the average distance for a graph is the length of the shortest
path between two nodes averaged over all node-pairs in the graph. The diameter
of a graph is the length of the longest direct path in the graph between any
two nodes. The clustering coefficient of a graph is the proportion (averaged over
all nodes) of nodes adjacent to a particular node that are also adjacent to each
other [28]. The node degree frequencies for the models are plotted in Figure 3.

4.2 Search Performance

We now describe our experimental setup for measuring search performance. We
were interested in the actual number of edges traversed to find a node in the
system. The studies discussed in Section 1.1 have primarily considered the prob-
ability of successful search. We were looking at the cost of 100% success for each
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Fig. 4. Search performance comparison of structured models (CAN, Chord) using their
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search (i.e., Time To Live, TTL = ∞). We measured search cost, on simulations
of network size 2n for 5 � n � 10, as the average of 5000 searches on each
size (specifically: 50 simulated networks, 100 searches on each, for all 6 network
sizes). For measurements of the GAPS algorithm, we “weighted” some fraction
P of nodes in the system more heavily (i.e., P% of the nodes are “popular”)
to be the destination for some fraction W of the searches. We skewed search in
this manner since the general efficacy of GAPS is dependent upon there being
popular nodes in the system that are the destination nodes for a higher than
average proportion of the searches. We also “primed” the network with 100 mes-
sages before measuring GAPS cost so that we could distinguish its behavior from
random walk. The results of our simulations are presented in Figures 4 – 9.

5 Discussion

As mentioned above, the defining characteristics of a small-world network are
low diameter and high clustering coefficient [28]. The values in Table 1 clearly
indicate that all of the models (except the random model) grow small-world
topologies. Chord, with a constant degree distribution, does not exhibit a power
law. None of the degree distributions plotted in Figure 3 follow power-laws:
CAN (left) follows a Poisson distribution (like the random graph) because it is
built by assigning nodes in the graph using a uniform hash function [20]. In the
case of Hypergrid graphs (center), the bulk of the nodes have maximum degree
while some linearly decreasing number of nodes at the leaf level fail to establish
maximum degree. PRU (right) has a highly skewed distribution: the “bump” at
degree 10 represents the lower bound L on degree, while the peak at degree 33
represents nodes that have reached the upper bound U on degree. There are a
nontrivial number of nodes with degree 34. These nodes were allowed to have
U + 1 neighbors to handle an error condition in the PRU growth protocol [19].
The few intermediate nodes with degree between L and U are those currently
inCache.

Turning to performance, Figure 4 illustrates the value of structure: the CAN
and Chord native search mechanisms give O(log M) search performance. The
cost of BFS on random graphs (typical of the unstructured models) increases
linearly with network size M, with cost roughly M/2. Clearly, the native search
mechanisms of structured networks outperform, by several orders of magnitude,
flooding search on unstructured networks.

Next, we compare the three search algorithms for unstructured networks. The
results for BFS with 0.0 and 0.75 cutoff values is given in Figure 5, for 1 and 16-
random walk in Figure 6, and for GAPS, with 5% of the nodes popular receiving
75% of search requests, in Figure 7 (left). Clearly, all variants of random BFS
have the same cost (indicating that randomness does not enhance basic BFS)
and have lower cost than both GAPS and k-Random Walk. Also, GAPS has
lower cost than the Random Walk search algorithm. The long term performance
improvement of GAPS algorithm for the Random Graph model is presented in
Figure 7 (right). Clearly this algorithm improves over time (albeit at a very
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Fig. 9. Performance of search algorithms (BFS, Random Walk and GAPS) across
random model (top left), Hypergrid (top right) and PRU model (bottom)

gradual rate). We also compare the user-perceived response time (that is, the
normalized cost of search) of all three P2P models for k-Random Walk (k =
1, 2, 4, 8, 16, 32) in Figure 8. Normalized cost improvement is equivalent across
all three models.

Finally, we independently consider search performance on each of the three
topologies. From Figure 9, it is evident that the random graph scales well for
all the search algorithms. Hypergrid has similar search cost as that of PRU
and Random graph for small size networks but as the network size increases,
its performance degrades. Random Walk involves the highest cost in all three
graphs, making GAPS a good alternative to k−random walk. Overall, these
experiments clearly indicate that the random graph model and BFS requires
lowest cost for unstructured networks.

6 P2P Models, Search Algorithms and Learning Modules

The P2P models and search algorithms discussed and compared in this paper
have recently been re-implemented in Java and integrated into the IVC Software
Framework in the InfoVis Cyberinfrastructure under development in the School
of Library and Information Science at Indiana University.6 The IVC Software
Framework enables non-programmer users to run diverse data mining, modeling
and visualization algorithms in a menu driven way.
6 http://iv.slis.indiana.edu/
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Fig. 10. Main application window of the IVC Software Framework

A snapshot of the interface to the IVC Software Framework is given in Fig-
ure 10. Continuous feedback on user requests and algorithmic results is printed
in the background of the main application window. Generated networks can
be analyzed using the Network Analysis Toolkit available under the ‘Toolkits’
menu or by running one of the diverse search algorithms under the ‘Analysis’
menu. Networks can be visualized using algorithms available under the ‘Visu-
alization’ menu. All algorithms in the IVC Software Framework are extensively
documented online. In addition, two Learning Modules are available online that
aim to educate about the Error and Attack Tolerance of Networks and about
the Search Performance of P2P Networks.

7 Conclusions and Future Work

In this paper we explored the topological properties and search performance of
structured and unstructured P2P models using simulations of the CAN, Chord,
Hypergrid, and PRU models and the random BFS, k-random walker, and GAPS
search algorithms. Our goal was to provide a basis for a better understanding
of the role of topology in search performance and to highlight the strengths and
weaknesses of these models and algorithms.

We discovered that most of these models do indeed grow as small worlds
with low diameter and high clustering coefficients. None of the models devel-
oped power-law degree distributions. We also found that basic BFS overall had
lowest search cost across all unstructured models and that the random graph
topology supports the lowest cost search overall using BFS. Furthermore, we
determined that random cutoff does not improve the cost of BFS. We also found
that increasing the number of walkers in random walk does not improve search
cost; in fact, this just trades network load for user perceived response time. Fi-
nally, we found that the GAPS algorithm performs well as an alternative to
k-random walk on all networks. These results indicates the need to study more
closely algorithms that intelligently adapt to system dynamism and usage.

The next step in this research is to undertake a complete formal investiga-
tion of the GAPS algorithm as a paradigmatic informed search algorithm. Its
generality and simplicity may give a good handle on designing efficient informed
search algorithms for small-world graphs that outperform BFS. Another impor-
tant step is to investigate unstructured topologies to specifically support GAPS.
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Finally, an investigation of recent results which have applied percolation theory
to the problem of search in power-law graphs [5,22] can profitably be pursued in
our simulation framework.
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3. Albert, Réka and Albert-László Barabási. Statistical Mechanics of Complex
Networks. Reviews of Modern Physics, 74(1):47-97, 2002.
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Abstract. We introduce a new distributed data structure, the Distr-
ibuted-Hash Queue, which enables communication between Network-
Address Translated (NATed) peers in a P2P network. DHQs are an
extension of distributed hash tables (DHTs) which allow for push and
pop operators vs. the traditional DHT put and get operators. We de-
scribe the architecture in detail and show how it can be used to build
a delay-tolerant network for use in P2P applications such as delayed-
messaging. We have developed an initial prototype implementation of
the DHQ which runs on PlanetLab using the Pastry key-based routing
protocol.

1 Introduction

Delay-Tolerant Networks (DTN) [1] are network overlays that enable communi-
cation even in the face of arbitrary delays or disconnections. This is accomplished
by using a store-and-forward mechanism which holds packets at interior nodes
until forwarding to the next hop in the route is possible. Unlike IP, there is no
assumption of an instantaneous source-to-destination routing path nor are there
limitations placed on latency or packet loss. In essence, arbitrary delays along
the routing path are tolerated by incorporating storage and retransmission in
the network itself.

DTNs are useful for enabling messaging over so-called challenged networks
[2] which have inherent network deficiencies that prohibit communication using
standard IP. Examples of challenged networks include satellite-based communi-
cation, sensor networks, and ad-hoc mobile networks.

Unfortunately, challenged networks need not be so exotic. Current trends
indicate that the Internet itself is becoming a challenged network. The threat
of computer virus infection has increased the proliferation and aggressiveness of
Internet firewalls. In addition, the dwindling supply of public IP addresses has
led to the popularity of NAT gateways which effectively hides machines behind
private IP addresses [3]. In both cases, bidirectional communication has been
severely constrained (by limiting port numbers) or eliminated altogether (in the
case of NAT-to-NAT communication). This restriction severely limits the ability
of P2P applications to make use of these NATed nodes. What we are left with is
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a challenged network where a growing population of private machines can only
communicate (unidirectionally) with public machines.

In this paper we present a solution to this problem - the distributed hash
queue (DHQ). The DHQ provides durable network storage that can be used
to facilitate communication between disconnected peers. A sending host places
network packets into the DHQ and a receiving host subsequently pulls packets
from the DHQ. All queues are named using 160-bit keys and a queue lookup
(naming) service has been built on top of the Pastry key-based routing protocol.
The DHQ prototype runs on top of the PlanetLab network testbed and the
initial implementation consists of approximately 2500 lines of Java code.

2 Simplified DTN Architecture

As defined by [2] and [4], a general delay-tolerant network provides several dif-
ferent classes of service and delivery options. These include Bulk, Normal, and
Expedited service and Return Receipt and Secure delivery options, among oth-
ers. In addition, a DTN provides multi-hop routing across several regions using
name tuples.

In this paper, we provide an implementation of a simplified DTN architecture
than can be extended to the general case. Our architecture consists of a single
Reliable class of messaging service and we use 160-bit hash keys for names.
Delivery options are not provided by default, however, they can be added at
the application level if desired. Routing is limited to single-hop paths, from a
NATed network node to another NATed network node. Multi-hop paths can be
built by inserting application-specific route headers into message contents but
that is beyond the scope of this paper.

To summarize, then, the DTN that we describe in this paper has the following
basic properties:

2-Region Connectivity. Messages can be routed between two disconnected
network regions, i.e. two NATed nodes.

160-Bit Names. Message queues are named by 160-bit keys.

Reliable Delivery Option. All message are reliably delivered in the face of
up to K network faults. The constant K is a configurable parameter but is set
to 3 by default.

3 Background

The DHQ system makes extensive use of the Pastry key-based routing (KBR)
protocol. Pastry is used to implement the DHQ name service and to help in
replicating queue state. While Pastry is used for the implementation, any KBR
protocol would be sufficient. In this section, we give a brief background of the
Pastry system. For a complete description, see Rowstron, et. al [5].

In the most basic sense, Pastry maps 160-bit keys to IP addresses. Thus,
given any 160-bit key, Pastry will return the closest IP address to that key. This
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provides the basis for the DHQ name service, since we need to map queue names
(160-bit keys) to the host that owns the queue state.

In the Pastry system, the 160-bit key space is configured in a ring (from 0
to 2160 − 1) and the nodes are distributed along the ring. All nodes are assigned
a node ID which consists of a 160-bit key and a IP address. Using a consistent
hashing algorithm (e.g. SHA1), the IP address is deterministically hashed to
a key. In addition to being deterministic, the hashing algorithm also generally
provides a uniform distribution of keys. So the nodes are roughly distributed in
the 160-bit key space in a uniform manner.

An important feature of Pastry (and of other KBRs) is that the average route
path from any node to the owner of an ID is log(N) in the number of nodes in
the system. In Pastry, in fact, the average route path is logb(N) where the base
is 16. So the system can potentially scale to a large number of peers.

4 Distributed Hash Queues

The Distributed Hash Queue (DHQ) system provides a queuing service to both
public and private peers on the Internet. At the highest level of abstraction,
senders push messages to named queues and receivers pop messages from named
queues. A request-reply messaging service can be built on top of the queuing
service by using the tag field in the queue element structure to match requests
with replies.

Senders and receivers are assumed to be applications running on NATed
network nodes, e.g. a pair of instant-messaging applications. The DHQ service
consists of N nodes running on the PlanetLab which are publicly addressable
(i.e. have public IP addresses) and participate in a single Pastry ring (group of
cooperating nodes). See Figure 1.

The DHQ system consists of three services: a reliable naming service, a gate-
way service (for accepting requests from NATed nodes), and the core reliable
queuing service. See Figure 2 which shows the layered structure of the DHQ
system.

4.1 Reliable Naming Service

All queue methods operate on named queues and must use the naming service
in order to locate the queue owners. The naming service provides a mapping
from queue names (160-bit keys) to a set of K locations which replicate the
queue state for redundancy. In addition, in order to prevent the naming service
itself from becoming a single point of failure in the system, names are replicated
across K nodes for fault-tolerance (In practice, K is chosen to be 3). The name-
to-queue-owners binding is replicated by making use of the Pastry replica-set
feature which finds the K closest nodes to a particular ID. A queue name is first
converted to a Pastry key key, and then the Pastry system is used to locate the
K node handles which may contain the name binding.

For example, consider a lookup of the queue named “request”. First, the name
“request” is converted into a Pastry key requestkey which begins with the hex



Fig. 1. This figure shows the logical structure of the DHQ service. Two communicating
NATed nodes, A and B, connect to the DHQ service via the closest respective gateway
node. Once connected, the NATed nodes can issue queue commands, e.g. push and
pop.

digits 0x338A.... A request message for a list of name replicas (LookupReplicas)
is then sent to the Pastry node with ID closest to the key 0x338A.... This closest
node responds with a list of K replica node IDs. A name lookup is then attempted
in parallel to each of these replicas, and the first valid response is returned to
the caller. (A similar mechanism is used by the PAST storage system [6].) See
Figure 3 which shows the operations involved.

4.2 Gateway Service

In the DHQ system, the NATed peer nodes do not participate in the Pastry
ring, i.e. they do not own a part of the Pastry ID space. This is by design
since NATed nodes are assumed to be highly dynamic and would introduce
a high churn rate [7] into the system which would decrease stability. Instead,
NATed nodes communicate to the Pastry ring nodes using a Gateway Protocol
over standard TCP/IP. Commands are sent as human-readable single-line ASCII
strings in order to ease parsing and debugging. In addition, this simple protocol
makes the process of creating DHQ clients much simpler. The only requirement
for a DHQ client is that it must support TCP/IP and be capable of sending
ASCII strings. In fact, during the debugging process, a telnet client was used
to connect to the ring and issue push and pop commands. The list of gateway
commands is described below.

Alive queue name lists the nodes which contain a live copy of queue name.
This list decreases monotonically as nodes fail until the queue is fixed using
the Fix command (see below).

BlockingPop queue name blocks until the queue has at least one element then
returns that element.
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Pastry

Naming Service

DHQ Service

Gateway Service

NAT Node B

Pastry

Naming Service

DHQ Service

Gateway Service

NAT Node A

Fig. 2. This figure shows the layered structure of the DHQ system. The arrows indicate
communication between layers and between entities. The DHQ and Naming services
are implemented as Pastry applications and communicate strictly through Pastry. The
NAT nodes connect to the DHQ service via the Gateway service which listens for
TCP/IP connections.

Create queue name (IPaddress1, IPaddress2, etc.) creates a queue named
queue name on the machines represented in the IP address list. In the case
that no list is given, the current gateway node and its neighbors are used to
replicate the queue.

Delete queue name deletes a queue from the system. This removes the name
queue name from the naming service so that the queues are effectively
deleted.

Fix queue name ensures that the queue name queue name is K-replicated and
the queue state is K-replicated. For each queue, a Fix command is issued
periodically by the system (every 2 minutes) in order to maintain the repli-
cation factor of each queue. x

Range This returns the ID space that the gateway node is responsible for. This
is used for debugging purposes and to map out the distribution of the ID
space to each node.

NameAlive queue name returns the set of nodes that are replicating the name
binding for queue name. This set is not usually the same returned by the
Alive command.

Peek queue name returns the first element from the queue queue name with-
out removing it.

Pop queue name removes and returns the first element from the queue.
Push queue name “value” pushes an element onto the queue queue name

consisting of the string “value”.
QueueInfo queue name used for debugging. Return a string representation of

the queue size and contents.
Where queue name return the list of queue replicas. This is a superset of the

nodes returned by the Alive command.
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Fig. 3. This figure shows the steps taken during a lookup operation on the Reliable
Naming Service. First, a set of replicas is fetched from the node closest to the name
key. Then, a lookup request is multicast to these nodes and the first valid response is
used.

NATed nodes attach to Gateway nodes by using a bootstrap process that
is as follows. First, a NATed node contacts a seed node that it obtained via
some out-of-band process. Then, the NAT node executes the nearby-node al-
gorithm from [8] in order to find the closest Gateway node. In our experience,
the nearby-node algorithm tended to be biased toward returning the seed node
and an improved algorithm based on Vivaldi [9] network coordinates is currently
underway.

Once the closest node is found, the NATed node opens up a socket connection
to the gateway over a well-known port number. Once connected to the Gateway
Service, the NAT node issues commands (one per line) and receives any responses
(e.g. to pop messages) over the network stream. If a connection is lost, the
Gateway can restart the bootstrap process to find a better node or try to connect
directly to the Gateway again. Gateway commands are translated directly into
queue operations which are then handled by the Reliable Queue Service.

4.3 Reliable Queue Service

Queues are implemented as priority queues where the message timestamps de-
note priority. This provides a total ordering on messages given synchronized
global clocks. Given weaker time synchronization, however, the priority queues
still serve a purpose: they provide a consistent ordering of packets in replicated
queues. Therefore, if messages are replicated across a set of K queues, the pri-
ority feature ensures that messages will be seen by queue readers in the same
order regardless of which queue is accessed.

The set of queue operations that are supported includes the set of Gateway
commands plus some additional commands. Only the additional commands are
listed below:
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CreateQueueReplica queue name queue state This message is sent, along
with serialized queue state, to a node in order to manually replicate a queue.

GetQueueState queue name This command is used to fetch the entire state
of a queue from a remote node.

PingQueue queue name Determine if a queue exists.
WatchQueue queue name This message is scheduled periodically using the

Pastry schedule − message primitive. A WatchQueue message, when re-
ceived by the QueueService, will automatically fix a queue and maintain
the invariant that the queue and its name binding has K replicas.

Push and pop operations are multicast to all of the K queue owners in order
to attempt to preserve queue consistency. For a push operation, we chose not to
use a synchronous two-phase commit protocol such as ABCAST [10], but rather
we use a best-effort send which attempts to send the message to all live queues.
While this does not guarantee consistency, with a large enough value of K it
does probabilistically guarantee that the message will not get dropped.

In order to preserve the queue state over long delays, it is important that the
queues be able to survive many faults. For example, in a delay-tolerant network,
days or even weeks may go by before a message can successfully be delivered.
Therefore, the DHQ needs to durably store messages so that they can survive
multiple faults. This is handled by the initial queue replication, and a periodic
process which re-replicates queue state every S seconds. In practice, we have
used a value of S to be 120 seconds, although this value is tunable and should
be set according to the environment in which the DHQ is operating. In this
initial implementation, the faults that we are trying to survive are mainly the
periodic reboots of PlanetLab nodes. Currently, we are assuming fail-stop nodes
which simplifies the implementation. Future work will be to survive other kinds
of failures and to improve the consistency guarantees of the system.

5 Results

In this section, we describe the overhead and scalable performance of DHQ. In
order to benchmark the system, we have built an application called DynamicWeb
on top of DHQ. Among other things, the DynamicWeb system enables private
NATed computers to serve web documents via a public queue living in the DHQ.
(Note that for these performance tests, we have turned off the queue replication
and reliable name services, i.e. we are testing the bare-bones DHQ performance.)

During traditional web browsing, a client initiates an HTTP REQUEST
which is satisfied with an HTTP RESPONSE by the server (see Figure 4). In
the DynamicWeb system, however, web browsers and web servers are indirected
through the DHQ, see Figure 5. HTTP requests become DHQ push operations,
and the resulting HTTP response is popped by the browser. (HTTP Requests are
matched with the corresponding HTTP Responses by an auto-generated unique
identifier.)

The first question to answer is, “How much does this indirection cost?”, in
other words how much overhead does the DHQ system introduce. In the indirect
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DHQ Overhead: Dynamic Web
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Fig. 6. This figure shows the overhead of a DynamicWeb request vs. a traditional web
request, with varying request file sizes

servers. The goal of the experiment is to determine how throughput scales as
more DHQ nodes are added to handle this constant load of web traffic. In or-
der to negate any effect of load-imbalance, we have assigned DHQ nodes to the
clients/servers in a round-robin manner at runtime. The results of 120 seconds
of this test are shown in Figure 7.

We can see that throughput increases as more DHQ nodes are added to the
system, most noticeably the two cases when 8 and 15 DHQ nodes are present.
For the latter case, the throughput of the system reaches a peak of 131 requests
per second. (The downward slope on this line is caused by the fact that clients
are finishing their work of 1000 requests and there is not enough load on the
system to sustain the peak throughput.)

We also notice that the system is not perfectly scalable. This is the re-
sult of two competing forces present: processing power and network latency.
As more DHQ nodes are added, the aggregate processing power of the sys-
tem increases which enables more web requests to be handled. However, as the
system grows larger, network latency also increases. This increase in network
latency is due to the pseudo-random placement of DHQ queues in the Pastry
ring. When there is only one DHQ node, obviously all queue state is on that
single node. Queue access time, therefore, is of the order of memory access time
in this case. However, as the DHQ system grows larger, the probability that
queue state is colocated with queue access decreases. Queue access time is now
on the order of network latency, which is significantly larger than memory access
latency. This effect causes the path lengths in Figure 5 to increase which causes
the system throughput to decrease (since the requests are synchronous). In the
future, we plan on investigating methods to decrease queue access latency, in-
cluding smarter placement of queue state (e.g. locating queue state with queue
access).
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Fig. 7. This figure shows the aggregate throughput (requests/second) given varying
sizes of the DHQ system

6 Related Work

In this paper, we have described a mechanism for allowing communication to
a NATed network node with a private IP address. Some related work in this
area has attempted to tackle this very problem including AVES [11] and i3
[12]. In AVES, the NAT gateway (and DNS server for performance reasons)
is modified in order to support incoming connections to private IP hosts. A
public network waypoint address serves as the virtualization of the private IP
address, and relays IP packets from a public IP address to the private IP address
through the modified AVES NAT gateway. The main constraint on the AVES
solution is that it requires gateway software modifications which may not be
administratively possible by all NATed clients. In addition, while AVES does
provide general bi-directional communication from host-to-host, it still makes
the assumptions of low RTT and packet loss and therefore is not a candidate for
building a complete delay-tolerant network (DTN).

The Internet Indirection Infrastructure (i3) is another possible choice as a
substrate for building a DTN. In i3, packets are sent not to an IP address but
rather to a rendezvous node identified by an m-bit key, called k. An overlay
network (Chord is used in the i3 implementation) then routes data packets to
the node associated by successor(k) in the Chord system. Any interested parties
can register triggers with the rendezvous node (again, using the key k to identify
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the rendezvous node). The triggers then forward packets to the interested nodes.
What i3 provides through this indirect communication is the ability for recipients
to be mobile. For example, if a host moves from address 128.A.B.C to 128.X.Y.Z,
then it simply must refresh its trigger to point to its new IP address. A recipient’s
mobility, however, is still limited to the public Internet since triggers forward
packets using IP. In addition, i3 does not provide network storage for packets
as is required by a DTN - packets are simply forwarded by a trigger as soon as
they arrive. If the destination host is currently unavailable, then the packet is
lost and must be retransmitted by the source node. In a DTN, it is the network
that provides network storage and/or retransmission before failing.

The POST system [13] provides secure and reliable messaging between dis-
connected hosts. Like DHQ, POST is built on top of key-based routing protocol
and provides message storage in the network. The main differences between the
two systems is the fact that the POST system design assumes bidirectional com-
munication between hosts (it is a P2P messaging system) and is focused on
secure messaging. While end-to-end security can be added on top of DHQ at the
application layer, it is not a focus of this paper.

The IP Next Layer (IPNL) system [14] provides connectivity to NATed hosts
by extending IP addresses to be a triple of a public IP address, realm ID, and
private IP address. Other network communication remains the same, so that the
IPNL does not handle the long storage delays that are inherent to DTNs. Also,
while IPNL provides a general purpose NAT-to-NAT communication mechanism,
it does so by modifying the IP layer and therefore requires router modifications.

7 Conclusion

In this paper we have described the architecture and design decisions involved in
building a distributed-hash queue (DHQ) service. The primary reason for build-
ing such a service is to provide rendezvous communication for private NATed
peers in a P2P system. The requirements of any such service is to provide a set of
public waypoints and data durability. In our system, we use the PlanetLab test-
bed to provide public waypoints. To survive faults and provide long-lived data
durability we have chosen to replicate both the queue names and the queue state.
The API of our distributed hash queue service has been described in detail and
performance measurements illustrating the scalability of the system have been
given. Our planned future work includes lowering the overhead of the system
and analyzing its resilience to faults.
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Abstract. A well-known problem found in peer-to-peer systems is how to effi-
ciently and scalably locate the peer that stores a particular data item. In a typical
formulation of the problem solution, each data item is mapped to a key; every
peer stores data items corresponding to a contiguous range of keys, and locat-
ing an item requires identifying the host that holds that item’s key. Here we de-
scribe Distributed Search Tree (DiST), a distributed lookup protocol based on a
straightforward extension of the search tree concept. In DiST peers are assigned
to groups, each group is responsible for a range of keys, and groups are located at
the nodes of logical search tree. While our approach has comparable complexity
to the best algorithms proposed so far (complexity is O(logN)), we show that its
flexible design puts it at an advantage when it comes to the application of com-
mon performance enhancing techniques such as caching and replication. As an
example of such advantage we describe the improvement in data lookup time and
resilience obtained with key caching and table lookup replication.

Keywords: Peer to Peer computing, DHT.

1 Introduction

P2P (Peer-to-peer) systems tend to be highly decentralized. They typically consist of
many nodes, which are symmetric in function, but unreliable and heterogeneous. The
increasing popularity of peer-to-peer file sharing systems has paved a way to many
interesting research problems.

The problem of finding data is at the heart of any decentralized P2P system [2][5]
[11]. It is not addressed well by most popular systems currently in use, and it provides
a good example of how the challenges of designing P2P systems can be addressed. The
recent algorithms developed by several research groups for the lookup problem, like
a central database or the DNS approach have inherent reliability, resilience and load
balancing problems.

One of the challenges in a peer-to-peer network is to find the data item in a large P2P
network, in a scalable manner. In this paper we present an abstract architecture, DiST
with a scalable and flexible protocol for lookup in a dynamic peer-to-peer system. DiST
is a distributed lookup protocol based on a straightforward extension of the search tree
concept. It uses a hierarchical model with a group of peers acting as a single node of
a tree. The parent of a peer belongs in the parent group. In DiST peers are assigned
to groups, each group is responsible for a range of keys, and groups are located at the
nodes of logical search tree. The protocol requires data items to be mapped to keys
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within a given range. Our lookup protocol can locate the group responsible for a data
key in O(logN/M) time where N is the size of the network and M is the constant
maximum members allowed in a group. This is essentially O(logN). However we show
that integration of caching data along the search path, in our protocol can achieve 100%
hit rates with cache sizes as small as the number of groups in the network. This is due
to the fact that specific range of keys lie within a single group and caching any one key
in this range implicitly acts as a cache for every key in this range. Hence, even a small
cache is shown to achieve significant performance improvement.

The protocol takes care of distributing keys among the nodes (groups) of the tree in
a balanced manner. This ensures that no group in the hierarchy is overloaded. Although
data is uniquely present with a single group, it may be replicated among peers within
the group for load balancing.

Our architecture requires every member to hold information about M other mem-
bers. With small group sizes (M), the storage cost reduces significantly at the cost of
increasing the load on each member of the system. DiST also has an efficient dupli-
cation mechanism by which frequently accessed keys are duplicated among members
of the group. A data request may be forwarded to any of the members among whom
the data is duplicated. This is more efficient since each group is only responsible for a
subset of the entire range of keys.

The flexibility of DiST can be further exploited by plugging any other P2P lookup
protocol within each group thus improving their scalability. For instance, if Chord [13]
is used as the lookup protocol within the group, with M = logNmax where Nmax is the
maximum peers one can expect in a network, then our protocol can perform the lookup
within O(log(N/logNmax)) + O(log(logNmax)).

The rest of the paper is organized as follows. Section II describes related work.
Section III describes our architecture in detail. Section IV describes our simulation
methodology and Section V discusses various results obtained.

2 Background and Motivation

Several protocols have been introduced before to provide look-up facilities for data in
a Peer to Peer network. In Napster [7] architecture, clients connect to a central server
that maintains the list of clients and their shared resources. It keeps track of online
clients and maintains a central file index. The server becomes a single point of fail-
ure and introduces scalability issues. The centralization defies the vital requirement of
decentralization in a P2P network.

Another popular protocol is that of Gnutella [6] [9] in which, a client broadcasts its
request to its nearest neighbor after consulting its routing table. The request is broad-
casted along the network for a certain allowed number of hops (Time To Live for the
request). Data is not published or advertised. So queries are forwarded until they find a
node that can serve the request. As the number of peers increase, the traffic required to
messaging increases exponentially due to the flooding nature of the lookup.

Fast Track [3], came up with a tree structure; nodes with fast computing power and
network bandwidth act as super nodes and take a server role. Clients join these super
nodes and sends request to the super nodes. This architecture gives more importance to
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some nodes over the others, which affects its resilience. As the network size increases,
the amount of overhead on these super nodes increases. The main disadvantage of such
hierarchical architectures is that removal of nodes higher in the hierarchy leads to chaos.

Recently a number of look up algorithms have evolved, [13,8,10,4], which use the
Distributed Hash Table (DHT) approach. Chord [13] uses a DHT abstraction that forms
an ordered logical ring structure. It offers the capability to perform a lookup in O(logN)
hops. A single node maintains information about O(logN) other nodes. However Chord
and other similar protocols like Tapestry, Pastry [10] and Yappers [4] do not provide for
arbitrariness in queries. The effectiveness of caching and replication in such architec-
tures is not significant since a data key always maps to a unique network node.

These algorithms are effective in different ways. Many of the DHT based algorithms
cannot see much benefit due to caching as data items or keys map to unique nodes. How-
ever the characteristics of requests indicate popularity of documents and hence caching
and replication mechanisms can significantly impact the performance of the network. In
this paper, we design a novel architecture that takes advantage of the efficiency of Dis-
tributed Hash Tables while providing flexibility that can make good use of caching and
replication mechanisms. Our architecture also introduces subsystems or overlays within
the network, which can make use of other key look up algorithms without disrupting
the working or performance of the rest of the network.

3 Terms and Terminologies

Group: Every member in the network belongs to a group and a data lookup typically
follows a hierarchy. Though a member belongs to a group, no member (peer) is impor-
tant than any other member in the network and peers can join any group. The members
joining a group are initially treated as buffers to replace any of the leaving members at
higher levels of the tree. The group is stabilized only after the size of the group reaches
a certain threshold value.

Key: Every data item available in the network is mapped to a key value using a popular
hash function. Each group, a set of peers, in the network is responsible for a range of
keys, a finite space (bounds which are determined by its parent group). Fig 1 shows an
example of a key distribution among a set of groups in the network.

We refer to a group of peers that act as a node in a distributed search tree as a group
and each peer within a single group as a member. In this paper, groups and nodes
are used interchangeably. Groups may also be referred to as an individual peer in the
network and will be indicated as a network node. The total number of peers in the
network at any point is referred to as the size of the network.

4 DiST Architecture

In this section, we describe the design of a flexible architecture for a Peer-to-Peer sys-
tem. We also enhance the basic protocol with several optimizations such as caching
keys for efficient data lookup, data replication for data availability, using history in-
formation for efficient join and leave operations and exploiting features of other P2P
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Table 1. Algorithm for Member Join

Formation of Search Trees:

Step 1: Node contacts a nearest neighbor with a join request
Step 2: The peer receiving the request, checks if the new node has any keys lying within the range
of keys that its group is responsible for
Step 3: If it has and if the group size is less than the high watermark, then the new member joins
the group and all the peers in the group and at least one member of the root group is informed.
This step ensures that in scenarios where members join and leave the network, no time is spent
on looking for the best group for the member
Step 4.1: Else, the join request is forwarded along the hierarchy to the root group, which decides
the best group X, where the new peer can belong to, in such a way as to balance the tree
Step 4.2: If the best group is the root, it is directly added to the group and informed about other
groups in the network
Step 4.3: Else, the root finds a group (say X) to which the new member should belong to and then
forwards the request down the hierarchy to group X
Step 4.4: When the request reaches the peer in the parent group of X, it adds the new member as
its child before forwarding the request to X
Step 5: All members of the group X are then informed of the new members arrival and data-key
pairs and key responsibilities are exchanged.

lookup protocols owing to the flexibility of our architecture. We assume a symmetric,
bi-directional, and transitive routing in the network in our architecture.

4.1 Design Overview

The underlying structure of the DiST protocol is a distributed search tree, with a group
of peers acting together as a node of the tree. The root group of the tree holds informa-
tion about the number of groups in the tree and the number of members in each group.
This information is used to decide the potential group to which a new member joining
the network should belong. The hierarchy in the tree is established by a parent-child
relationship between a peer of the parent node and one or more peers in the child nodes.
Currently, the architecture has been evaluated for binary search trees but can be gen-
eralized for other n-ary trees as well. For the purpose of inter-group communication,
every member of the system holds the IP addresses of its parent, from the parent group
and children from the child groups. The parent-child relationships are established while
processing member join requests. DiST is fully distributed; no peer is more important
than any other peer; Since the group to which a peer belongs to is not static, members
may leave a group at any time.

DiST requires little information for join and leave operations and also for data
lookup requests. In an N-sized network if the size of the group is M then DiST is seen
to resolve lookups in O(logN) and join requests require O(logN) for communication.
Each peer stores information aboutM other peers in the network.

4.2 Design Details

In this section we describe the join and leave operations which consequently build and
shrink the tree respectively. We also describe our hashing, group management and key
distribution mechanisms in more detail.
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4.2.1 Tree Formation: Join Operation
Table 1 shows the steps involved in processing a single join request. A join request may
be made to any peer in the network. The tree structure of the network is abstract and
only used for routing purposes. New members joining the network hold certain key-data
pairs and need to be informed of their group identity.

For example, say network node Y receives a join request from network node X.
If X holds data-keys that Y’s group is responsible for and the group can accommo-
date a member, X’s request is processed and X joins Y’s group and consequently some
member of the root is informed of the addition. This step is helpful when the same node
joins and leaves the network frequently. Also, with high probability it will join the same
group and its data structures need not be updated as often. If the data-keys of X dont
match with Y’s range of keys or X does not have any data, Y simply forwards the join
request to its parent recursively until the request reaches the root. Any member of the
root may service this request. The root allots a group whose size is less than M to the
new member and informs the allotted group of the addition. If no such group is found
the root creates a new group in a balanced manner and informs the new member of the
group. Any new group in the network acts only as a floating nodes until a certain mini-
mum group size is reached. As floating members, they may be used to fill deficiencies
in other groups and for load balancing purposes. This is an O(logN) operation.

4.2.2 Leave Operation
Before a peer leaves the network, it can notify other members of the group, though this
is not neccessary in the proposed architecture. The architecture ensures good resilience
in the event of a peer going down or leaving without prior notification. This is because
the data is duplicated among many members in a group. Also there are buffer nodes at
any instant to make up for bursty leaves. Whenever a group size falls below a minimum
threshold, the child merges with the parent and the tree shrinks. The peer leave infor-
mation is updated lazily, only when a miss occurs for a data lookup request. This takes
care of unstable peers that may be subsequently re-joining the system.

4.2.3 Hashing and Group Mapping
Data items being looked up are mapped to keys. A base hash function such as SHA-1
[1] assigns each data item a value that is referred to as the key or data key. These keys
are assumed to be well distributed over the entire domain of values that can be hashed.
This property is necessary to balance the load in the network so that servicing lookups
is not skewed towards any particular group.

Fig 1 shows a representative distribution of keys among groups for keys ranging
from 0 to 1000 with 90% delegation of keys to child groups. This fixed percentage
delegation is used in mapping the data key being searched for to the group holding the
data item.

4.2.4 Group Management
Group management in DiST is required during member join operations, wherein every
member of a group is informed about a new member and key assignment. When process-
ing join requests every member of the group is informed about the new member. This
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Table 2. Algorithm for Key Lookup

Lookup for a Data-Key in a peer-to-peer network

Step 1: Peer generates a lookup request
Step 2: If data is available within the group, then the lookup returns success and ideally O (1)
cost if key is within group range then service the client
Step 3: Else, the data is forwarded to the parent, or one of the children
if key is within subtree range then

if key ¡ group range then
forward request to left child

else
forward request to right child

end if
else

forward request to parent
end if

Step 4: The data request is forwarded until the request reaches the responsible group. This
operation takes O(logN)

Node range: 249 − 449 Node range: 551 − 752
Sub−tree range: 551 − 752

Group 7

Group 3

Group 1

Group 2

Group 4 Group 5 Group 6

Sub−tree range: 249 − 449

Sub−tree range: 0 − 449
Node range: 203 − 248

Node range: 0 − 202
Sub−tree range: 0 − 202 Sub−tree range: 799 − 1000

Node range: 799 − 1000

Node range: 753 − 798
Sub−tree range: 551 − 1000

Sub−tree range: 0 − 1000
Node range: 450 − 550

Fig. 1. Tree formation by the groups and their key responsibilities

operation requires communication with M other members, where M is the maximum
number of peers that can belong to a group and a constant of the system.

When a new group or node is formed, the parent node assigns a fraction of its data
servicing responsibility to members of its newly formed child-node. The assignment of
key responsibility to a child group requires communication with as many as M members
of the child group, where each member of the child group is updated with the range of
keys that the group is responsible for. As new groups form, the load on the parent nodes
reduces, since its data servicing responsibility is reduced. However this increases the



46 S. Krishnamoorthy, K. Vaidyanathan, and M. Lauria

load in terms of request forwarding. Assignments do not occur frequently and hence
this overhead incurs on a one-time basis.

4.2.5 Fault Tolerance
Key responsibilities are assigned to a group only after the group size reaches a minimum
threshold value. Until a group is assigned keys, its members are treated as buffer peers.
This concept of having some buffer peers provides additional fault tolerance to manage
bursty leaves.

4.2.6 Data-Key Management and Lookup Mechanism
In order to search for a particular data-key in DiST, the key needs to be distributed and
also be published in the network.

Key Distribution: Every data item available in the network is mapped to a key value
using a popular hash function. Each group in the network is responsible for a range
of keys, whose bounds are determined by its parent group. DiST distributes the keys
along a balanced binary tree structure. Peers belonging to groups higher up in the tree,
are assigned a lower fraction of keys or data items to service in order to balance out
their forwarding responsibilities. The cost of data lookup grows logarithmically as the
number of groups (depth of the tree). This scales well with large network sizes. Every
member of a group is consequently notified about joins and leaves in a group. This
information helps group members to monitor its size. If needed, they can take members
from the child groups in order to maintain the availability of the group and also balance
the load. Fig 1 shows an example of a key distribution among a set of groups in the
network.

Key Publishing: When a new data item is to be stored at a peer, the group that has
the key in its range is looked up. The least loaded peer in the destination group is then
chosen and the data item to be stored is sent. The chosen peer adds the data item-key
pair to its hash table and also updates all the peers in the group about the new key. The
peer can also set an expiry time for the key, publisher’s recommended expiry length for
deletion of keys.

Data-Key Lookup: When a peer generates a data request, the data item is mapped to the
corresponding data key value using the hashing scheme described above. Any peer of
any node may receive the request. The processing of this request is described in table 2.

The member first checks if the key requested is available within its group. If it is,
then look up is resolved and this corresponds to the path length of 0 in the graph shown
in Fig 1. Within the group a lookup may be resolved in constant time (M being constant
of the network/application using DiST). Otherwise a simple mapping algorithm (Fig 2)
determines which in the hierarchy the request is to be forwarded. This may be regarded
as a Distributed Hash Tree (DHT) abstraction where keys are automatically mapped to
a group in the tree structure. For example in Fig 1 if group 2 gets request for a key 800,
it decides to forward the request to its parent since the key does not fall in the sub-tree
range. The parent peer then forwards the request to its right child and so on. However
if the key happens to be within the range and no peer in the group has that key, DiST
ensures that the request is aborted.
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4.3 Performance Enhancement Schemes

Replication: To ensure keys remain available in the network even after the peer re-
sponsible for storing that key has failed, DiST replicates the stored keys to other peers
inside a group. DiST replicates a data-key based on its key frequency, which indicates
the popularity of that data item. In DiST, a particular data item gets replicated ran-
domnly among the peers in a group. Once the data-item is replicated, it is informed to
all the peers inside the group. A lookup for that key is forwarded randomly to one of
the replicated peers. Also, after a series of key lookup requests for this data-item, this
knowledge (replication) is disseminated among other groups with the help of caching,
which is explained later in this section. In this paper, we have used replication and
duplication interchangeably.

Metadata: To make searching effective, resources can be published on the network
based on their metadata values (for e.g. it can be the frequency of key access). Data-
items which are popular can be broadcasted in the network so that other peers in the
network. On every key lookup request each peer can use this information and cache the
results (metadata) and improve the lookup time for such popular requests.

Caching: We introduced a small cache in each member of the network to hold the key
range to peer id (IP address) mapping once a lookup is resolved. A member would first
consult its cache before forwarding the lookup along the tree. On a key lookup request,
it first checks its cache to see whether the given key falls in the range of keys that are in
the cache or close to the range of keys we are searching for. If it does, then we forward
the request directly to the mapped peer. Otherwise we take the usual path along the
tree. The cache holds highly distributed keys so that lookup for keys that are outside the
group range can quickly reach the correct group or a nearest group, thus reducing the
path length significantly.

Caching in DIST can be more effective than in any of the recent protocols [12] such
as Chord. A cache in Chord would have to hold every new key that was looked up
and serviced. This would require a bigger cache since a small cache that is frequently
updated would be ineffective. However, DiST architecture caches only a subset of keys,
which are well distributed, since and this would help to get closer to the group holding
the key, even if the exact key is not cached. For example, if a key to be searched falls
close to another key that was already searched, then the peer forwards that request to
the corresponding member, which served that request earlier, instead of following the
hierarchy. This takes advantage of the fact that a specific range of keys lies with a single
group and caching any one key in this range implicitly acts as a cache for every key in
this range. Caching also helps in decreasing the load on the peers that are in the top level.

For cache replacement, if a key request falls in the same range (maximum range
of keys that the group holds) of a previously cached key then the peer that served this
request its response replaces the old key-peer pair entry. This ensures that the cached
key has the most current information. If the key request does not lie in the range of
any of the cached keys then the peer serving the request replaces the least recently used
key-peer pair. This ensures that the keys in cache are well distributed and also ensures
that the popular keys are always in the cache. Figure 2 shows how caching strategy is
applied in our architecture.
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Lookups are performed in O(logN) in the worst case, where N is the number of
peers in the network and is shown to improve significantly with the introduction of a
cache (Fig 5). If we assume that the entries of the cache are well distributed to hold a
key from every group, then the key lookup moves through the hierarchy in steps of C,
where C is the cache size in each member. This brings the lookup time to the order of
O(log(N/(C))). It is clear that when C = N/M , the group size, the lookup reaches
the correct group in constant time, since M is a constant of the system.

As mentioned above, we need to cache only one key for every group since the
responsibility of a range of keys is associated with a group and caching any one key
in this range implicitly acts as a cache for every key in this range. This is analogous
to memory caches where when a data item is accessed the a whole line containing it is
loaded in the cache.

In this network, (N/M) is the number of groups and let C be the available cache
size in each peer. The hit rate of the cache (likelihood of finding a lookup item in
the cache) can be expressed as C/(N/M). Now the miss rate would simple be (1 −
C/(N/M)). Only the cache misses would incur a cost of (logN) in a data lookup and
constant time otherwise. The average path length of data lookup can be expressed as

Average Path Length = C/(N/M) + (1 − C/(N/M))*logN

Note that this expression translates into a constant lookup time when cache size is
equal to the number of groups in the network. This is an interesting result, however
the utilization of the cache still depends on the exact sequence of the keys requested
and cache replacement policy. We have shown in the next section that the average path
length is much less than O(logN) with random key request patterns using the caching
mechanism.

Also the average path length can be further reduced owing to the fact that a single
cached key can be used to make an intelligent guess in lookup forwarding. For example,
even if the requested key does not lie in the range of cached keys, the parent or child
group of the cached keys could be the group responsible for the requested key. This can
significantly reduce the path length.

Our simulation results (Fig 5) show that this optimal lookup time is achieved with a
cache size (C) much less than the group size (N/M) for small group sizes. When groups
organize themselves as a k-ary tree structure and as the network grows, we find that a
key lookup would just take O(logkN) where k is the arity of the tree.

5 Simulation

In this section, we evaluate the DiST protocol by simulation. The simulation uses MPI
to simulate the groups with each MPI program acting as a node of the tree. We represent
these groups in a virtual group by allotting them group ids (MPI rank) and keeping
track of the load on the group collectively. This is for statistics purposes only and such
collective information is never maintained by the actual architecture. Our system builds
a binary tree. However it can be extended to any k-ary tree. The parent and child ids
of a group are established using K-ary balanced tree properties. For example, a group
with id 5 in a binary tree would have groups 10 and 11 as its children and group 2 as
its parent. The simulation has two main events: Join Event and Data Lookup Event.
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Fig. 2. Caching in DiST

Join event generates the peers using (Poisson, exponential, random) distributions with
an inter arrival rate of 20ms and randomly assigns data keys to peers before joining
the network. It assumes that the keys are within a fixed range (from 0 to 10000). The
data lookup event generates lookup requests concurrently with join event. Members
randomly add a new lookup packet to the network at a constant high rate of 10 requests
/ sec. At the end of the simulation we calculate the following statistics: total lookup
packets serviced and forwarded; packet search time (number of hops); average network
load in a group; average load/peer in a group.

A specialized scheduler process in the simulator continuously generates new mem-
ber join events by randomly contacting members of the network with join requests.
Members then handle the join request as described in Fig 1. Members are simulated as
data structures in every MPI program. Each member has keys that it is responsible for
and information about other members in its group and its child and parent ids (IP ad-
dress). The simulator maintains the keys as data structure containing information about
its data value, members holding the key and frequency of request for the key. A key is
duplicated when the frequency of key access reaches a threshold.

The simulator uses a threshold for the maximum members (70) that a group can
have. It also has a threshold for the minimum members in a group before it is assigned
key responsibility by its parent. Until this minimum number is reached, these members
act as the floating nodes mentioned above.

Initially every member is added to the root group, until the threshold number of
members for a group is reached. Till this point, the root services all keys but the number
of members requesting data is also low. When more members come in, new groups
are formed and the key load is distributed. Though a group can decide how much its
children’s share can be, in our simulation, we have used 90% as the share that will be
transferred equally to all its children.

We simulated a small cache with size ranging from 5% to 20% of the total number
of groups in the network. The cache is always maintained such that the keys present are
well distributed and the key information is most current.
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Effect of number of Groups on Load in this architecture
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6 Results

Arrival (join) of peers to the network is simulated by a scheduler process that contacts
the nearest neighbor on behalf of the joining peer.

Fig 3a shows the decrease in load as more groups are created in the network. The
load is balanced out, as the number of groups becomes 3. The root forms a balanced
tree and keys are distributed to make the child groups responsible for a range of keys.
When the child groups inherit responsibility of the keys from the parent, the load on the
parent further reduces as shown by the figure. The load of servicing requests within a
group significantly reduces as the number of peers allowed in a group and the number
of groups itself increases.

Fig 3b simulates a 210 sized network and evaluates the best, average and worst join
latency for every 100th peer joining the network for different group sizes of 10, 30,
50 and 70. The latency was evaluated for different network communication to servicing
cost ratios (C/S ration) of 0.25, 0.5, 1 and 2. The network communication was measured
as the path length of forwarded join requests. The servicing cost was measured as the
time taken for members within a group to update their data structure on every new
member join operation.

The graphs show a clear trend towards small group sizes for faster networks and
large group sizes for slower networks. This is because small group sizes lead to deeper
trees and hence require more forwarding. The data structure updating is much smaller
with small group sizes. However as group sizes increase, the depth of the tree decreases
for a network of the same size thus decreasing the forwarding cost and increasing the
inter-group communication and update of information about the new member.

For a particular C/S ratio, the latency is seen to have an optimal value of group size,
below which forwarding cost dominates and servicing cost dominates above it.

The parent assigns a fraction of its keys to the child groups. Fig 4a shows the perfor-
mance of different fractions of key assignment from the parent, under varying network
conditions. For network communication to network node servicing time ratios varying
from 0.01 to 2, the graph shows the average lookup time for key requests with varying
share of keys from the parent group. Communication was measured as the number of
times a request was forwarded along the hierarchy and node-servicing load as the num-
ber of requests that were served by a group member. 60% delegation of keys showed bad
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performance for all ratios. Further, we see that 80-90% delegation gives good perfor-
mance in faster networks and 70-80% for slower networks. This is because with lower
delegation the forwarding cost increases which dominates a slower network. The sim-
ulator currently assumes a 0.1 ratio and a static share delegation of 90% for all traces.
But this can be made adaptive according to the communication to service cost ratio of
the network.

Simulation results shown in Fig 5 for a 210 node network, shows the average load
on each group in terms of CPU cycles consumed during a lookup. For every forwarded
request the cycles consumed were assumed to be one-tenth the cycles for servicing a
request. This resulted in a balanced network of peers and justifies our claim to assign a
large fraction of keys from the parent to every child group.

Figure 4b shows the total distribution of path lengths within which lookup requests
were resolved. The performance improvement with cache sizes 0%, 5%, 10% and 15%
was obtained. As in Chord [13], we define path length as the number of nodes traversed
before reaching the node holding the data. When the simulator was run with 210 network
nodes and lookup requests totaling around 22000, with a maximum of 30 members per
group, Fig 4b shows that the peak occurs as expected at O(log(N/M)) where N/M is
the number of groups, around 70 in this run. Though an O(1) lookup is expected when
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C = G (70) we achieve it at C = 15 itself because of the effectiveness of caching as
explained in the previous section.

For the same statistics, but with a small cache of five key-IP address pairs integrated
into each member, a significant improvement is seen. This is justified because our strat-
egy for cache management allows for widely distributed values of keys to be present in
cache. A key in cache is useful for all key requests that lie within a range of keys around
a cached key. The data points were obtained by running the simulator until we reached
22000 requests in the network.

7 Limitations

DiST assumes that due to its properties like buffering and group management the prob-
ability of an entire group leaving is a rarity. However such events can also be handled
gracefully. The architecture can maintain a set of buffered members which can be added
in the event of a complete group leaving.

8 Conclusion and Future Work

We have proposed DiST ian architecture for peer-to-peer networks with a protocol for
data lookup. The architecture is based on a tree structure with a set of peers forming the
node of the tree. We have described the join and lookup operations in detail and shown
that these operations have a complexity of O(logN) in the worst case without caching
mechanisms where N is network size. For a k-ary case, DiST takes care of organizing
the groups into a balanced k-ary tree. Each peer requires to store information only about
the other peers in its group.

With caching, however the lookup operation is seen to give significant performance
enhancements since caching any one key implicitly acts as a cache for every key in
that group. We have also shown the effect of key duplication. The flexibility of the
architecture allows for any protocol to be used for the lookup within a group. Hence
caching, duplication and flexibility are the key features of this protocol. We believe that
DiST is a practical lookup structure and will be a valuable component for peer-to-peer,
large scale-distributed applications.

Our simulation assumes that group leaving is a rare event. However such events
also need to be handled gracefully. Also, in DiST, active members tend to have a more
updated cache than less active ones. To have uniform cache updates, caches can be
integrated with timestamp information so that during node leaves and joins members
can exchange caches. This will help less active members to replace stale cache entries
with more recent information. In the protocol presented, there has been no attempt
to address the issue of reliability to provide security, but it can be easily extended to
incorporate such functionalities.
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Abstract. Unstructured P2P networks, despite having good character-
istics such as the nonexistence of a single point of failure, the high levels
of anonymity in the search operations and the exemplary dependability,
have been found to be much less scalable than first expected. The flood-
ing protocol, which is used for the discovery of peers and for the main
operation of searching, seems to be responsible for this weakness. The
adoption of some major improvements, such as the distinction between
Leaf-nodes and Ultra-Peers, has partially overcome the scalability prob-
lems, but there is still a need for further optimization. Our proposed idea,
aims to improve the effectiveness of the hierarchical scheme by applying
some new criteria in the selection of potentially promotable nodes.

1 Introduction

Gnutella is one of the most popular decentralized peer-to-peer networks. Scal-
ability limitations have driven its development to a new two-level organization.
The new organization has its own vulnerabilities due to its dependency on the
co-operation between a relatively small number of high-level peers. Researchers
that have applied models of population dynamics to peer-to-peer systems [1],
mention the loss of confidence in users as the only weak point of this type of
networking since there are no central entities that could be forced to close down.
In our work we use graph theory and statistical analysis to determine whether
topologically important nodes have the potential for becoming Ultra-peers. We
assess topological importance using connectivity measures derived from graph
theory. We have assumed that potential Ultra-peers are peers that have to deal
with large numbers of messages. This paper tries to establish whether there
is a link between topologically important peers and the amount of traffic they
handle. In our work we have used 2 connectivity measures: Outer Degree and
Elementary Cycle, both of which we explain later. The objective is to identify
topologically important nodes and see whether they can be suggested as the
most appropriate ones, for promotion to the higher level of hierarchy, based on
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the traffic they generate. The rest of the paper is organized as follows: In section
2 there is a description of the problem and the solutions adopted so far, section
3 is dedicated to our solution, section 4 contains some simulation experiments
and 5 the analysis of the results. Section 6 discusses the applicability of the
algorithm.

2 Description of the Problem

The Gnutella protocol has a relatively simple specification [2]. The basic node
discovery resource searching mechanism has its basis on a simple flooding mech-
anism. Messages are sent first to neighbors and upon their reception they are
propagated again to their known neighbors, and so on, until the TTL (Time-To-
Live) [3,4] value expires. It has been shown that nearly two thirds of the commu-
nication within the network is generated by the Ping and Pong messages. This
creates a huge traffic overhead. These limitations caused by the flooding proto-
col itself, created the known scalability barrier of the Gnutella network, where
every peer is restricted to see a certain number of other peers, which forms its
horizon. Studies that are based on simulations [5] show that P2P actually scales
much better than conventional theory would indicate. Thus, exponential growth
of the messaging load should not be assumed. Even though we have no reason
to disagree with these findings, we think that the scalability limitations always
exist and radical solutions have to be deployed to shift the scalability barrier.

2.1 Some Proposed Solutions to the Congestion Problem

There have been many suggestions regarding the overhead produced by the huge
number of ping messages flowing through the network. Massey [4] suggests that
the maximum connectivity of a peer in the network should be restricted by
the peer’s bandwidth connection to the network. Other proposed solutions to
the problem such as [6] are based on the idea of building and maintaining the
good topological characteristics of the network. Other relevant papers such as [7]
address the scaling problems via an optimized routing mechanism. The concept
of Ultra-peers (or super-nodes) and the consequent separation of Gnutella in 2
layers is adopted by protocol version v0.6 [8]. Issues of reliability and efficiency
were researched in [18].

2.2 Potential Weaknesses of the Existing Ultra-Peer Election
Algorithm

As we stated in the previous paragraph, the employment of Ultra-peers in the
Gnutella network helps the network to scale and extend its life beyond the limits
that were first thought possible [9]. Allocation may be done on a voluntary basis
and needs no centralized control to work but we believe there is further room
for improvement. Ultra-peers and Ultra-peer candidates are usually unable to
know the connectivity characteristics of their position in the network. Our aim
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with the experiments and case studies presented in this paper is to assist in
building two-level networks of better connectivity characteristics by providing
some rationale behind Ultra-peer election.

3 Motivation

The motivation is to identify better election policies for Ultra-peers. We believe
that peers that deal with a large number of messages should be considered as
potential Ultra-peers. The question that we raise is ’how can the busiest peers
be identified in a dynamic network such as Gnutella ?’. The solution we propose
is to graph the peers together based on the messages they receive and use the
graph to carry out certain statistical analyses. As we show, our analysis can
identify those busy nodes without the need for physically count any messages.
We use two connectivity measures; namely the outer degree and the elemen-
tary cycle value [10] to determine important nodes based on those connectivity
measures. Then we compare the highly connected peers against their message
queues in order to determine if there is a link between topologically important
peers and traffic. We finally show from the case studies that peers selected as
highly connected in terms of elementary cycle value are also likely to attract a
lot of traffic. We acknowledge that a high connectivity factor doesn’t necessarily
mean a privileged position within the graph. This is because the connectivity
factor that is given to a node when it is created is more or less a static property
that is not affected by the general position of the node in the graph.

3.1 The Connectivity Measures - Terminology

Before we examine the results of the case studies let us define the two basic
connectivity measures that we use.
Outer degree: This is a connectivity measure. The Outer Degree of node i indi-
cates how many nodes are connected to i. Let aij be the adjacency matrix where
aij = 1 if i is connected to j and aij = 0 if i is not connected to j. Let n be the
total number of nodes. The Outer Degree is estimated by

OuterDegreei =
∑n

j=i Aij (1)

Elementary cycle [14] is a measure of the participation of all nodes of a net-
work in certain structures such as triangle or cycle formation. One of the struc-
tures we considered is the elementary (minimal) cycle structure; the triangle. A
cycle is a sequence of vertices of the form Ci = (xi0 , xi1 ), (xi1 , xi2 ), . . . , (xir−1 , xir )
where xi0 = xir (i.e. the initial vertex of the path is also the terminal vertex of
the path). The path is elementary (simple), if it does not transverse any node
more than once.

3.2 Our Approach

Many papers [10,11,12] have acknowledged the fact that Gnutella does not scale
well. We find this partially true or at best dependent on the connectivity measure
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selected. The majority of the work mentioned earlier is based on the Outer
degree. Other connectivity measures however have revealed a scale-free topology.
Our approach is based on the hypothesis that certain connectivity values (e.g.
elementary cycle) of any sub-graph of Gnutella reveal a scale-free topology (i.e.
uneven distribution of connectedness) [13,16,17]. Later in the paper we show
through our case studies that the top peers in terms of elementary cycle value
are in fact the busiest in terms of traffic they handle. Our comparative analysis
against current selection policy (which is based on Outer degree) has revealed
that our method has a higher chance of spotting a potential Ultra-peer (based
on how much traffic it handles) as opposed to how connected in terms of Outer
Degree it is.

3.3 Simulation

For our case studies we assumed several 100 node networks. To show the correct-
ness of our hypothesis we ran a total of 10 simulations of Gnutella communities
which were randomly developed. All simulation scenarios were set up in such a
way that the connectivity factors allocated to the nodes would follow power law
distribution with exponent -1.4 [17]. Each node was given a unique ID number
and we let the simulation to run for about 5000 virtual clock ticks. A clock tick
should be seen as the interval of virtual time that is needed for an elementary
processing task to be carried out on a message. We use that notion in our ex-
periments to simulate the variation in connection speeds that can be found in a
real situation and drive to congestion. For the simulation we used a tool that we
built in Java for the purpose of our experiments and can emulate the Gnutella
protocol version 0.4. The configuration we used in the simulation were set to the
following values as we tried to make the simulations as realistic as possible:

– Ping Frequency: 1 ping send out every 30 units of virtual time.
– Probability of using info received from pongs: 50%
– Probability of ping forwarding: 60%
– Time To Live factor in the message forwarding: 5
– Connectivity: Follows Power law distribution with exp -1.4

Next we analyze the simulated graphs by using the algorithm we presented in
the previous section.

4 Case Studies

In all case studies we present in this section, we show the benefit of our algorithm
by comparing it with two other selection policies. In the following tables we
display the 10 most highly connected nodes in terms of Outer Degree, the best
10 in terms of Elementary Cycle value and a random choice of peers selection.
The NodeID that appears in every table is the unique identifier of the peer and
the Traffic value presented in the third column shows the traffic measured in
the selected peer. In the simulated protocol as traffic we consider the number of
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messages (pings-pongs) generated by the examined peer itself, as a result of its
own discovery needs. In total, we ran 10 case studies, but due to space limitations
we present results from only 2 of them. The cumulative results, however, have
been drawn from all 10 studies.

Case Study 1. The two tables correspond to the top peers that have been
selected in terms of their Outer Degree and in terms of Elementary Cycle. Our
method has found 8 peers from the top 10 of traffic, opposed to 6 of the Outer
Degree method.

Case Study 2. Peers in high elementary cycle value handled most traffic. The
comparison section in the case studies illustrates the success rate of each selection
method in finding potential Ultra peers in terms of traffic. In all case studies our
method appears to have about the best performance.



A Policy for Electing Super-Nodes in Unstructured P2P Networks 59

5 Results

In the next figure we show the advantage of our method in selecting the busiest
peers against an Outer degree-based selection policy. ”Value” denotes the num-
ber of peers that belong to the top 10 in terms of traffic. As the results show, our
method always does better in selecting the high traffic nodes and on average is
more successful by an average of 15.12%. In other words, picking a peer that our
algorithm suggests is more likely by 15.12% to be one of the top 10 busiest ones
than choosing it by its Outer Degree. Due to low dispersal in the connectivity
and elementary values, in some case studies shown in the table below, we present
the top 12 or top 7 of distinguishable nodes and the results have been normal-
ized to correspond to top 10 classification. Given that in a Gnutella network the

percentage of peers acting as Ultra-peers is less than 10 percent of the whole
community, elementary cycle can be a more effective criterion in spotting the
best amongst the whole community.

6 Applicability

As it can be seen from the description in paragraph 3.3 our algorithm requires
that we have a global picture of the infrastructure to form a decision. This pic-
ture should exhibit the participation of every peer in a loop formation expressed
in gathered topological data. The solution of using topology data crawlers [15]
to collect such data might look easy and applicable but carries the known prob-
lems and weaknesses that centralized solutions have. Alternatively, the peers
themselves could collect that information by exploiting the information commu-
nicated by their neighbors. In order to apply our technique in a typical Gnutella
P2P network we need to look at the protocol level and in particular into the
node discovery architecture. We need to distinguish between pong messages re-
ceived by a neighbor as opposed to pong messages received by a peer on the
recommendation of a neighbor. Let us call these latter type of ping messages
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r-pong (from recommended pong). By keeping count of the r-pong messages a
peer can estimate the number of elementary cycles it participates in. Let us say
for example that we want to determine the position of peer A in relation to
B and C. If any pong messages meet the following criteria, then A belongs to
the triangle ABC. The criteria that have to be met for a pong message to be
characterized as r-pong are:

– pong has hop count = 2
– pong has been received from the connection with C (or B)
– pong carries the identity of B (or C respectively)

In networks that run Gnutella protocol, the information required for these three
steps can be found attached on the message descriptors. The higher the number
of different r-pong messages a peer is receiving (in comparison with the rest
of a sub-network), the higher the possibility of being a potential Ultra-peer.
Assuming an honesty-based type of cooperation between the peers (as they need
to supply their personal data to the community), the problem is how to enforce
this type of policy on a network of autonomous entities. Such a policy requires
that all the involved peers would have agreed to all decisions that may have been
reached within the community about sharing the Elementary Cycle information.
Matters such as the actual selection process and consequent promotion of peers
are out of the scope of this paper. Comparing our method with other based on
connectivity statistics taken from the derived measured traffic, we suggest ours as
more convenient since it simply requires shorter time to distinguish participation
in a triangle from the r-pongs and thus decisions for promotions can be made
quicker. Besides, as the simulation shows, elementary cycle has a higher chance
of spotting a potential Ultra-peer.

7 Conclusion

Scale-free networks exhibit a number of properties that distinguish them from
random networks. These properties along with other can be used to distinguish
between important nodes and less significant ones. Gnutella on the other hand
does not exhibit scale free properties that could help us define an election policy
for Ultra-peers based on topologically important nodes. In this paper however
we showed that other measures of connectivity can yield some topological char-
acteristics which can be used to draw conclusions about certain peers. We took
10 Gnutella neighborhoods and analyzed them in terms of Outer Degree and el-
ementary cycle value. We showed that there is a strong link between peers high
in elementary cycle value and also in terms of traffic they handle. We propose
this method to be used as an election policy for suggesting Ultra-peers.
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Abstract. This paper proposes an agent community based information
retrieval method, which uses agent communities to manage and look up
information related to users. An agent works as a delegate of its user
and searches for information that the user wants by communicating with
other agents. The communication between agents is carried out in a peer-
to-peer computing architecture.

In order to retrieve information relevant to a user query, an agent
uses two histories : a query/retrieved document history(Q/RDH) and a
query/sender agent history(Q/SAH). The former is a list of pairs of a
query and retrieved document information, where the queries were sent
by the agent itself. The latter is a list of pairs of a query and the address
of a sender agent and shows “who sent what query to the agent”. This is
useful for finding a new information source. Making use of the Q/SAH
is expected to have a collaborative filtering effect, which gradually cre-
ates virtual agent communities, where agents with the same interests stay
together. Our hypothesis is that a virtual agent community reduces com-
munication loads involved in performing a search. As an agent receives
more queries, then more links to new knowledge are acquired. From this
behavior, a “give and take”(or positive feedback) effect for agents seems
to emerge.

We implemented this method with Multi-Agent Kodama, and con-
ducted experiments to test the hypothesis. The empirical results showed
that the method was much more efficient than a naive method employing
’multicast’ techniques only to look up a target agent.

1 Introduction

The rapid growth of the World Wide Web has made conventional search engines
suffer from decreasing coverage in searching the Web. Internet users meet infor-
mation floods every day, and are forced to filter out and choose the information
they need.

In order to deal with these problems, a lot of studies on distributed informa-
tion retrieval(e.g. [1]), information filtering(e.g. [2]), information recommenda-
tion (e.g. [3]), expert finding(e.g. [4]), or collaborative filtering (e.g. [5],[6],[7],[8])
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have been carried out. Most systems developed in that research are, unfortu-
nately, based on the server-client computational model and are often distressed
by the fundamental bottle neck coming from their central control system ar-
chitecture. Although some systems based on the peer-to-peer (P2P for short)
computing architecture (e.g. [9],[10],[11],[12]) have been developed and imple-
mented, each node of most those systems only deals with simple and monolithic
processing chores.

Considering these issues, we presents an Agent Community based P2P in-
formation retrieval method (ACP2P method for short), which uses agent com-
munities to manage and look up information related to a user query. An agent
works as a delegate of its user and searches for information that the user wants
by communicating with other agents. The communication between agents is car-
ried out based on a P2P computing architecture. In order to retrieve information
relevant to a user query, an agent uses two histories : a query/retrieved document
history(Q/RDH for short) and a query/sender agent history(Q/SAH for short).
The former is a list of pairs of a query and retrieved document information,
where the queries were sent by the agent itself and the document information
includes the addresses of agents that returned the document. The latter is a list
of pairs of a query and a sender agent’s address and shows “who sent what query
to the agent”. This is useful for finding a new information source. Making use of
the Q/SAH is expected to have a collaborative filtering effect, which gradually
creates virtual agent communities, where agents with the same interests stay
together. Our hypothesis is that a virtual agent community reduces communi-
cation loads involved in performing a search. As an agent receives more queries,
then more links to new knowledge are acquired. From this behavior, a “give
and take”(or positive feedback) effect for agents seems to emerge. We conducted
the experiments to test the hypothesis, i.e., to evaluate how much the Q/SAH
work for reducing communication loads and for causing a “give and take” effect.
The experimental results showed that the method reduced communication loads
much more than other methods which do not employ Q/SAH to look up a target
agent, and was useful for creating a “give and take” effect.

The remainder of the paper is structured as follows. Section 2 considers
the ACP2P method. Section 3 discusses the experimental results and Section 4
describes related work.

2 Agent Community Based Peer-to-Peer Information
Retrieval Method

2.1 Overview of the ACP2P Method

The ACP2P method employs three types of agents: user interface(UI) agent,
information retrieval(IR) agent and history management(HM) agent. A set of
three agents (UI agent, IR agent, HM agent) is assigned to each user. Although
a UI agent and an HM agent communicate only with the IR agent of their user,
an IR agent communicates with other users’ IR agents not only in the community
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Fig. 1. Actions for Sending a Query
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Fig. 2. Actions for Receiving a Query(left) and Answers(right)

it belongs to, but also in other communities, to search for information relevant
to its user’s query. A pair of Q/RDH and Q/SAH histories is managed by the
HM agent.

Fig. 1 show the processes or data flows in the cases that an IR agent sends a
query. Fig. 2(left and right) show in the cases that an IR agent receives a query
from another IR agent or a portal agent, and an IR agent receives answers from
other IR agents, respectively. When receiving a query from a UI agent, an IR
agent asks an HM agent to look up target agents with its history or a portal
agent to do it using a query multicasting technique (Fig. 1). When receiving
a query from other IR agents, an IR agent looks up the information relevant
to a query, sends an answer to the query sender IR agent, and sends a pair
of a query and the address of the query sender IR agent to an HM agent so
that it can update Q/SAH (Fig.2, left). The returned answer is either a pair
of a ’YES’ message and retrieved documents or a ’No’ message representing no
relevant information, provided that retrieved documents are not returned when
the query comes through a portal agent. When receiving answers with a ’YES’
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message from other IR agents, an IR agent sends them to a UI agent, and sends
them with a pair of a query and the addresses of answer sender IR agents to
an HM agent (Fig.2, right). Fig. 3 shows an example of the agent community
structure which the ACP2P method is based on.

A portal agent in the figure is the agent which is a representative of a com-
munity and manages all member agents’ addresses there, where a member agent
of a community designates an IR agent. When a member agent wants to find any
target agents which have information relevant to a query, the agent looks them
up using two histories: Q/RDH and Q/SAH, and Content files. If the target
agents are found, a query is sent directly to them, and their retrieved results
are also returned directly to the query sender IR agent. If the requested number
of such agents is not found, the agent asks the portal agent to send the query
to the all member agents in the community by a multicast technique. At that
time, all the answers will be returned to the portal agent. If the number of re-
sults with a ’YES’ message reaches the requested number, without waiting for
the rest of answers by other IR agents, the portal agent sends them back to the
query sender IR agent. Even if the number of ’YES’ messages did not reach the
requested number after all IR agents replied, the portal agent also sends the
currently held results to the query sender IR agent.

2.2 Document Content and Histories

Table 1 shows the formats of a document content file: Content and two histories:
Q/RDH and Q/SAH. The document content file consists of a list of 4-tuples
<title, body, original, range>, namely the title of a retrieved document, its
text content, the address of the IR agent whose user owns the document, and the
allowed distribution range of the document, respectively. All documents retrieved
and returned by other IR agents are shared into the Content file without any
redundant registration.
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Table 1. The structures of Content file, Q/RDH file, and Q/SAH file

Content title the title of document
body the content of document

original the address of the IR agent whose user created the document
range the range allowed to be distributed(ALL, Community, Agent)

Q/RDH query a query sent by the IR agent itself
from the address of other IR agent which has replied to the query in

the query field
Q/SAH query a query sent by the agent recorded in the from field

from the address of other IR agent who sent the query in the query field

Table 2. A part of document content

title body original range
Netscape informal FAQ
Japanese version

HTML text in the file com Netscape@ ALL

Table 3. A part of Q/SAH

query from
telegram root.p2p.com telegram@
treatment root.p2p.sic hepatitis type C@
Asthma root.p2p.sic Asthma@
Human root.p2p.sic Adult Children@
Thing root.p2p.sic Alzheimer’s Disease@
Ill root.p2p.sic Jacob Disease@
Dream root.p2p.sic Dealer@
Mastocarcinoma root.p2p.sic Mastocarcinoma@
Hoof root.p2p.sic Hoof-and-Mouth-Disease@

The Q/RDH file comprises a list of pairs of <query, from>, each of which
is a query sent by the agent itself and the address of IR agent that returned this
retrieved information, respectively. The Q/SAH file is a list of pairs <query,
from>, each of which is a query and the address of the agent which sent the
query to the IR agent. Table 2 shows an example of part of a document content
file. Table 3 also shows an example of part of Q/SAH file, which was originally
written in Japanese.

2.3 Determining Target Agents Using Two Histories

In order to determine the target agents to send a user query, the IR agent uses
the contents of retrieved document files and two histories, Q/RDH and Q/SAH.
Fig. 4 depicts an example how the target agents are found, where A© to E©
represent IR agents. For simplicity, we assume here that the IR agent does the
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query :Note PC
from :C
title : ... 
body   : ...
original :C
range: ALL

query:Wireless LAN
from :D
title   : ...
body   : ...
original :E
range: ALL

Q/SAH

query :Note PC
from   :A

query :Mini Note PC
from  :B

D

E

A sends query
“Wireless LAN”
to both D and E

C sends 
query ”Note 
PC” to both 
A and B.

Q/RDH

Q/SAH

Q/RDH

A C

Q/RDH

Q/SAHB
Q/RDH

Q/SAH

Q/RDH

Q/SAH

Content

Fig. 4. Example to find target IR agents using two histories. A, B, C, D and E in
circles represent IR agents’ name, respectively.

job of an HM agent. Furthermore, to show the correspondence between a query
and a retrieved document, we show the content file in Q/RDH.

A© has two query entries in its Q/RDH. Both queries were sent by A© itself.
This figure shows that A© sent query ’Note PC’ to C© and got the retrieved
results from C©. C© recorded the query and A©’s address into its Q/SAH. Since
A© received the results from C©, C©’s address was recorded in the ’from’ field
of the same record as the query in A©’s Q/RDH. In addition, since the content
included in the results is the original of C©’s user, C©’s address is seen in the
’original’ field of the content. In the same way, A© also sent query ’Wireless LAN’
to D©, D© returned retrieved documents to it, and D©’s address was recorded into
the ’from’ field of the same record as query ’Wireless LAN’ in A©’s Q/RDH.
Since the documents include a content created by E©’s user, E©’s address is seen
in the ’original’ field of the content.

After getting these histories, if A© sends another query which is similar to
’Wireless LAN’, say ’LAN’, A© not only can find D© in a ’from’ field of Q/RDH,
but also find E© from an ’original’ field of the content file by calculating a simi-
larity between the query and the content file. Accordingly A© sends the query to
both D© and E©.

The figure also shows that C© received query ’Mini Note PC’ from B©, and
both the query and B©’s address were recorded into the Q/SAH. Even if C© has
not sent a query, it can find information related to the queries it received using
its Q/SAH. Therefore when C© sends a query, say ’Note PC’, it will find A© and
B© with the Q/SAH and can consequently send the query to them.

2.4 The Effect of Two Histories: Q/RDH and Q/SAH

As mentioned in the previous section, both Q/RDH and Q/SAH help to find
target agents to send a query to. If an IR agent can find a sufficient number of
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target agents, no ’query multicasting’ is carried out. Both histories, consequently,
help to reduce communication loads between agents.

As a user creates more information, his/her IR agent can return the retrieved
results to more queries. Such an IR agent consequently receives more queries from
other agents. Thus, the agent accumulates more information sources comprised
of pairs of a query and a sender agent’s address in its Q/SAH. As the results,
more queries the agent which has rich information receives, more information
sources it acquires. That leads to the emergence of a ’give and take’ effect.

Further, the user’s positive or negative judgments concerning the retrieved
results could be embedded into them in Q/RDH. These user evaluations are ex-
pected to be useful for finding target agents which will return relevant informa-
tion, creating a collaborative filtering effect. This will be pursued in future work.

3 Experiments

3.1 Implementation with KODAMA

The ACP2P method was implemented with Multi-Agent Kodama (Kyushu uni-
versity Open & Distributed Autonomous Multi-Agent) [13]. Kodama comprises
hierarchical structured agent communities based on a portal-agent model. A por-
tal agent(PA) is the representative of all member agents in a community and
allows the community to be treated as one normal agent outside the community.
A PA has its role limited in a community, and the PA itself may be managed by
another high-level portal agent. A PA manages all member agents in its commu-
nity and can multicast a message to them. Any member agent in a community
can ask the PA to multicast its message.

All agents form a logical world which is completely separated from the
physical world consisting of agent host machines. That means agents are not
network-aware, but are organized and located by their places in the logical world.
This model is realized with the agent middle-ware called Agent Communication
Zone(ACZ for short). ACZ is primarily designed to act as a bridge between dis-
tributed physical networks, creating an agent-friendly communication infrastruc-
ture on which agents can be organized in a hierarchical fashion more easily and
freely. ACZ is also designed to realize a peer-to-peer communication between
agents.

A Kodama agent consists of a kernel unit and an application unit. The kernel
unit comprises the common basic modules shared by all Kodama agents, such as
the community contactor or message interpreter. The application unit comprises
a set of plug-in modules, each of which is used for describing and realizing a
specialized or original function of agents. All agents of ACP2P are realized by
implementing their functions in plug-in modules of Kodama’s application unit.

3.2 Preliminaries

We used the Web pages of Yahoo! JAPAN[14] for the experiments. The Web
pages used are broadly divided into five categories: animals, sports, computers,



ACP2P: Agent Community Based Peer-to-Peer Information Retrieval 69

medicine, and finance. Each of them consists of 20 smaller categories, which are
selected in descending order of the number of Web pages recorded in a category.
An IR agent is assigned to each selected category, and thus 100 IR agents are
created and activated in the experiments. A category name is used as the name
of an IR agent, and the Web pages in the category are used as the original
documents of the agent as described in section 2.2. All IR agents were assigned
to the same one community for simplicity.

We conducted experiments to show how two histories help to reduce commu-
nication loads between agents looking for information relevant to a query, and
how Q/SAH helps in searching for new information sources. To perform the ex-
periments, we compared three methods : 1) ACP2P with a Q/SAH(wQ/SAH for
short), 2)ACP2P without a Q/SAH(woQ/SAH for short), and 3) Simple method
always employing a ’multicast’ technique (MulCST for short).

In the experiments, two query sets:QL=1 and QL=2, were used. QL=1 and
QL=2 consist of 10 queries, whose query length is one and two, respectively,
where query length means the number of terms in a query. When using queries
belonging to QL=1, 10 nouns are extracted from every category assigned to each
IR agent in descending order of their frequency of occurrence in the category.
Each of noun is used as a query of the IR agent. When using those belonging
to QL=2, 5 nouns are extracted and the combinations of the extracted 5 nouns
taken in pairs create 10 queries.

3.3 Similarity Measure for Retrieving Information Relevant to a
Query

In order to find the requested number of target agents to be sent a query, we
calculated Score(query, t agent), which returned the similarity value between
query query and target agent t agent, with equation (1); Score(query, t agent)
becomes higher if t agent sends a greater number of similar queries and returns
more documents related to query.

Score(query, t agent) =
k∑

i=1

cos(query, qhdi)

+
m∑

i=1

(cos(query, qhsai) + ϕ(i)) +
n∑

i=1

Simd(query, doci) (1)

ϕ(i) =

⎧⎨
⎩

δ if qhsai is the query sent by other IR
agent directly.

0 otherwise

In equation (1), query consists of w1, ..., wm, and wi (1 ≤ i ≤ m) is a
term in query. qhd and qhsa represent a query in a record of Q/RDH and
Q/SAH, respectively. The first term

∑k
i=1 cos(query, qhdi) returns the to-

tal score of the similarities between query and each of k number of queries
sent to t agent. The second term

∑m
i=1(cos(query, qhsai) + ϕ(i)) represents
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the score between query and qhsai, which is the i th of m queries sent by
t agent in Q/SAH. ϕ(i) is a weight to consider the importance of ‘direct send-
ing of a query’. If qhsai is sent directly by t agent, δ is added to the score. In
the experiment, we set it to 0.1 from our empirical experience. The last term∑n

i=1 Simd(query, doci) is the total score of similarities between query and
each of n documents originally created or just owned by the user of t agent.
Simd(query, doc) represents the similarity between query and the content of re-
trieved document doc. It is calculated with the following equation, which is a
simplified of BM15[15].

Simd(query, doc) =
m∑

i=1

tfi

tfi + 1

Where tfi represents the frequency of occurrence of wi in doc.
After calculating Score(query, t agent) for each IR agent t agent in the Con-

tent file and two histories : Q/RDH and Q/SAH, the requested number (RN) of
target agents will be selected in the descending order of Score(query, t agent),
which value should be more than 0. Whenever the RN of agents is not found,
the ’query multi-casting’ technique will be employed by a portal agent. At that
time, all answers will be returned to the portal agent. If a target IR agent finds
information relevant to query, it returns a ’YES’ message, otherwise a ’NO’ mes-
sage. The judgment as to whether or not a document is relevant to a query is
made according to the criterion of Boolean AND matching, that is, if the docu-
ment includes the conjunctions of all terms in query, it will be judged relevant,
otherwise irrelevant.

3.4 Experimental Results

First, we conducted the experiment to show how much ACP2P with Q/SAH
worked for reducing communication loads. To do that, we investigated the change
of the average number of messages exchanged by each IR agent for every query
input. The experiments were conducted with two query sets: QL=1 and QL=2
on which tests with 4 different requested numbers: RN=3, 5, 7 and 10. In both
query sets’ cases, the average number of messages exchanged by each IR agent is
reduced for every query input. Due to the limitation of the space, we will show
it elsewhere[16].

Next, for both QL=1 and QL=2, we compared the three methods: wQ/SAH,
woQ/SAH and MulCST. The RN was set to 10. The results are shown in Fig.
5. In both cases, the number of exchanged messages in MulCST almost did not
change for every query input, while that for both wQ/SAH and woQ/SAH was
reduced. In addition, wQ/SAH had better performance than woQ/SAH. That
means Q/SAH worked well to look up relevant information with less communi-
cation efforts and made the positive feedback effect.

We also compared three methods for the average number of documents ac-
quired by each IR agent. The results are shown in table 4. Except for the case
of RN=3 of QL=2, there was little difference between wQ/SAH and MulCST.
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Fig. 5. The average number of messages exchanged by each IR agent for every query
input, where QL=1 is the left and QL=2 the right. RN=10 in both cases.

Table 4. Comparison on average number of acquired documents when query length is
1 (left) and 2 (right)

QL=1, RN= 3 5 7 10
wQ/SAH 269.1 385.3 443.0 497.6
woQ/SAH 258.8 331.6 424.9 476.4
MulCST 233.8 366.4 421.3 487.0

QL=2, RN= 3 5 7 10
wQ/SAH 54.9 126.3 178.9 226.8
woQ/SAH 54.8 96.8 150.0 208.3
MulCST 85.3 148.4 191.0 232.6

4 Related Work

There is lots of work related to the topics touched in this paper, such as distrib-
uted information retrieval(DIR), P2P file searching, collaborative filtering and
so forth. DIR selects some IR systems to send a query, aggregates the results
returned by the selected IR systems, and presents them to a user. Before se-
lecting the IR systems to be sent a query, the resource description of each IR
system is often created[1]. In the ACP2P method, Q/RDH incrementally creates
an effect similar to the resource description, and furthermore, Q/SAH works as
good heuristic in finding relevant information.

A lot of P2P file searching systems such as Freenet[10], Chord[9], Gnutella[11]
and Napster[12] have been proposed. Freenet and Chord are carried out in a pure
P2P computing architecture. They neither employ ’broadcast’ techniques like
Gnutella, nor have a centralized server machine like Napster. Freenet provides
information-sharing and information-finding functions among anonymously dis-
tributed nodes. Although Chord does not provide anonymity of nodes, it has
an efficient protocol for looking up nodes. Their node searching strategies are
conducted according to keywords attached to the information of the nodes. On
the other hand, The ACP2P method makes use of the content information of
documents, and two histories: Q/RDH and Q/SAH to search for target agents
with relevant information. In particular, Q/SAH provides similar effects to link
analysis like PageRank[17] or HITs algorithm[18] and makes a natural collabo-
rative filtering effect emerge.
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I-Gaia[19] is an application layer for information processing in the DIET
architecture, which is a Multi-Agent System development platform. ACP2P is
also a Multi-Agent-based application, but it does not use a mediator agent like t-
infocytes of I-Gaia to learn appropriate paths between agents in sending queries
or publishing documents.

Lots of work on the field of Collaborative Filtering (e.g.[5],[6],[20],[21],[8]) has
been done. Most of it however assumes the server-client computational model
and needs a procedure to collect all data from other nodes explicitly. The ACP2P
method takes a distributed data management method with agent communities
based on a P2P computing architecture, and makes a natural collaborative fil-
tering effect emerge, with two histories.

5 Conclusion and Future Work

We discussed an agent-community-based peer-to-peer information retrieval
method, called the ACP2P method, which used the content of retrieved doc-
ument files and two histories: Q/RDH and Q/SAH to find target agents to be
sent a query. The method was implemented with Multi-Agent System Kodama.

We conducted several experiments to show whether or not two histories
helped to reduce communication loads between agents in searching for infor-
mation relevant to a query, and whether or not Q/SAH helped in looking up
new information sources. The experimental results showed the efficiency of the
ACP2P method and the usefulness of two histories for looking up new infor-
mation source. We also investigated and confirmed that the number of agents
exchanging query messages together was increased by Q/SAH although we could
not describe the detail about it due to the limitation of the space.

We are currently investigating the accuracy of or a method ranking retrieved
results, and considering how we can make use of user feedback embedded into
the results. Developing an effective method for creating hierarchical agent com-
munities to allocate agents to at the initial stage and mining two histories for
catching a change of user interests are future work.
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Abstract. Several different forms of peer-to-peer interactions, associ-
ations and interpersonal relations between human and artificial intel-
ligences are described. We build upon a new form of grid computing
which integrates human and artificial ‘processes’ in electronically sat-
urated physical spaces, called socio-cognitive grids. We start from the
analysis of three scenarios in P2P applications: digital rights manage-
ment, mass user support and customer-to-customer interaction. These
enable us to identify those factors that motivate the computing compo-
nents in the socio-cognitive grids to form social structures, individually
incorporating socio-cognitive intelligence and social awareness. In order
to study the emergent properties of these social structures, such as reci-
procity, social exchange and social networking, we need a theory that
will help us understand the dynamics of social integration and support.
We explore the use of a classical sociological theory of social structures
and interpersonal relations. Subsequently we outline the components of
a software simulation built on this theory and designed to formalize and
evaluate this socio-computational intelligence. Ultimately our main aim
is to analyse and understand those emergent properties that lead to the
formation of stable and scalable social structures in socio-cognitive grids.

1 Introduction

The widely-recognized peer-to-peer (P2P) applications (e.g. Napster, Kazaa, E-
mule) have gained their reputation first due to the large number of people using
these file-sharing applications and second because of the public controversy that
has been created about whether or not their use is legal. However they have
proved to have a similar or even greater impact in the research community since
they have demonstrated that from basic peer-to-peer interactions it is possible
to dynamically create social networks within which people can collaborate by
sharing and retrieving information [1].

Along similar lines, grid computing has shown that the concept of sharing
distributed resources is a feasible solution to large-scale applications that are
characterized by resource-intensive processes [2]. Grid computing demonstrates
that researchers in different geographical locations are willing to collaborate by
sharing resources and working together to solve complex problems that require
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large-scale data analysis, terabytes of storage space and expert collaboration.
Some of the programmes in the exploration of grid computing include EuroGrid
and Grid Interoperability (GRIP) [3] in the European Union and the Globus
alliance in the U.S. [4].

On the other hand both the EU i3 research programme [5] and the field of
pervasive (or ubiquitous) computing recognise and promote the idea that phys-
ical spaces can be transformed and treated as electronic environments. Such
programmes focus on the software and hardware technologies required to create
environments which are saturated with computing devices and wireless com-
munications, yet appear to be gracefully integrated to the human user(s), and
indeed, gracefully integrate the human users themselves.

Thus the label “socio-cognitive grid”, as identified in [6], stands for the term
which embraces the fields of grid, pervasive and P2P computing. This includes
applications which are composed of electronically saturated physical spaces to-
gether with seamlessly integrated and interacting intelligences, both computa-
tional processes (e.g. software agents) and human processors (i.e. people). There-
fore, a socio-cognitive grid is an extension and generalisation of grid computing,
whereby if grid computing is defined as applying resources from many networked
computers – at the same time – to a single problem (see e.g. [7]), then socio-
cognitive grid computing can be defined as the application of resources from
many networked computers and people at the same time to the same single
problem. Note then that the kinds of “problem” to be solved are not just those
addressed by grid computing, (i.e. large-scale data processing on networked com-
puters for problems such as mapping the human genome), but can be far more
open-ended and non-directed, with radically new forms of human-computer in-
teraction and computer-mediated human-human interaction.

In this paper we present the analysis of different forms of peer-to-peer in-
teractions, associations and interpersonal relations that lead to the formation of
social structures in these socio-cognitive grids. Our aim is to characterize those
emergent properties of the social structures that contribute to stable and scalable
socio-cognitive grids. Furthermore, we are particularly interested in understand-
ing how individual behaviour of peers affects social cohesion, social support,
collaboration and self-regulation in the socio-cognitive grids.

We start with the description of three scenarios (Section 2) in P2P ap-
plications: digital rights management (DRM), mass user support (MUS) and
customer-to-customer interactions (C2C). In Section 3 we present the analy-
sis of these three scenarios which, we argue, will disclose the essential proper-
ties of the social associations in the socio-cognitive grids, while in Section 4 we
adopt and adapt the classical sociological theory of interpersonal relationships
and social structures, in an attempt to define the associations occurring inside
the socio-cognitive grids. In Section 5 we determine the basic building blocks
needed for the construction of a software simulation to evaluate the concepts
defined previously. Finally Section 6 closes the analysis with a discussion and
suggests further work towards the logical formalization of social structures in
socio-cognitive grids.
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2 Scenarios

In this section we present P2P applications in which:

– information trading is involved [8], i.e. information itself is a commodity, and
the exchange of content is the main form of interaction in the society.

– there is some subjective utility to the end user consuming the content, for ex-
ample, when asking a question, both the quality of the answer and reliability
of the source are factors to be considered.

– there is a community of content creators and end users which thrives on
mutual collaboration, i.e. the only rule-enforcing authority is self-regulation
in the form of reputation and social attitudes.

– some mechanism exists for evaluation and feedback about the quality of con-
tent and of behaviour to the community, in particular, anonymous behaviour
is not tolerated and all actions have (social) consequences;

– given a community of users interacting via their agents, those agents them-
selves form an open agent society [8], and the interactions of the agents have
corresponding consequences for the users in the human community.

2.1 Digital Rights Management

John is walking down the street and on his way he passes by a record shop. The
shop has recently invested in a new software agent application, and a W-LAN
and Bluetooth infrastructure which allows an agent to broadcast twenty-second
samples of selected songs to everyone within proximity. An agent on John’s
mobile registers interest in a selection of the advertised songs and consequently
accepts a sample of the latest song from a new band. After listening to the
sample John wants to have the complete track, so he asks his personal agent to
buy it. The transaction is made based on a digital rights system called LWDRM
[9]. This technology allows John’s agent to receive the song and a digital licence
which is attached to the song. In return the agent in the record shop receives
the payment through a micro-payments infrastructure (MPI) that charges the
cost of the song directly to John’s mobile phone bill. The digital licence that
John bought authorizes him to share the song and since John rated it so highly,
his agent decides to share it with John’s friends which initiates an excellent
word-of-mouth promotion for the new band.

2.2 Mass User Support

An important characteristic of socio-cognitive grids is the opportunity for social
collaboration and coordination of people and their agents. In line with socio-
cognitive grids, mass user support stands for the social coordination mechanisms
and services that support a collective user-base [10]. Richard is looking for a flat
in Liverpool and finally he finds the place that seems right to him. However
Richard is new in town and he has no idea about the neighbourhood and the
security of the area. Consequently he programs his agent to ask other agents in
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the vicinity and gather as much information as possible about the neighbour-
hood and if possible about the flat itself while he visits the area for the second
time. Interestingly, Richard’s agent receives only good comments about the area
but opportunely, after going through several mediators, his agent finds the agent
of the previous tenant, George. According to George’s agent the flat is not in
satisfactory condition and even worse, has a nuisance problem coming from ad-
jacent neighbours who have a band. Richard decides not to take the flat and
keeps looking for more options.

2.3 Customer-to-Customer Interaction

Lucy is in her second year in college and she needs to find accommodation.
Her personal agent starts interacting with her friends’ agents in college asking
for available accommodation close to the campus or at least information as
to how to find accommodation. Michelle’s agent receives Lucy’s request and
knows that Lucy is a very good friend who has helped Michelle several times
in the past thus the agent decides to help Lucy. Michelle’s agent knows that
Rita (another student) is advertising an available room in her shared house thus
extends Lucy’s request to Rita. Lucy’s and Rita’s agents exchange information
through Michelle’s agent and Lucy’s agent discovers that the room is within her
price range, it is within 10 min. walking distance of campus and is available
now. Rita’s agent finds out that Lucy is a non-smoker and she is studying the
same course as Rita. It is just what both girls are looking for. Lucy receives the
information about Rita’s house and five more options that her personal agent
has found from people around, plus a list of suggestions about renting private
housing that the agent retrieved from the private housing office. Lucy decides
to consider Rita’s offer therefore her agent contacts Rita’s agent and the girls
personally meet in the college’s common room.

3 Requirements for the Realization of Socio-cognitive
Grids

From the analysis of the scenarios described above we observe a set of techno-
logical specifications that define the communication at the physical level and a
different group of sociological specifications at the logical level that explain the
social interactions and associations in the socio-cognitive grids.

3.1 Technological Specifications

We are interested in communities of people in which each person is portrayed by
a software agent placed in a portable electronic device(e.g. PDA, mobile phone,
laptop) which is enabled with a wireless transmission technology (e.g. Bluetooth,
IEEE 802.11). Presumably these specifications are relatively straightforward to
meet and technologically feasible since it is possible to build these systems with
today’s technology.
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Fig. 1. Transient chains of communication

The agents communicate and interact but most importantly, share knowledge
of the environment and exchange content. At the first level an agent is restricted
by its transmission range to peer-to-peer interactions only with nearby agents.
However we propose that this limitation can be overcome through transient
chains of communication and agents behaving as content providers and message
mediators. From the C2C scenario we can observe that Rita’s agent is able to
provide information to Lucy’s agent, who is completely outside its transmission
range, thanks to Michelle’s agent intervention as mediator(see Fig. 1). Due to the
concept of transient chains of communication the formation of social structures
is not constrained by physical boundaries.

The arrangement shown in Fig. 1 is a representative picture of a community
at a given instant. In reality we are dealing with a society in motion, ruled by
the same principles as an ad hoc network topology [11]. The connections are
dynamic, self-organizing and without any central authority. The nondetermin-
istic movement of the peers causes unfinished interactions and exchanges which
should have no influence on the stability of the society as far as the agents are
aware of this fact. However this movement facilitates unplanned situations which
create new opportunities.

3.2 Sociological Specifications

Socio-cognitive grids are possible due to the seamless integration and interactions
of human and artificial intelligences, namely people and software (agents). From
the scenarios we observe that these two types of intelligences interact in differ-
ent forms defining a typology of interpersonal connections: people-to-software,
software-to-software and people-to-people via software, as show in Fig. 2.

Let P be the domain of people, S be the domain of agents and E be the joint
domain of people and agents, we can then characterise the types of interpersonal
connections as follows:

Interactions : X says to Y , where X , Y : E

Associations : X&Y belong to Community Θ, where X , Y : S

Interpersonal
relations

: X is friend of Y , where X , Y : S
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Fig. 2. Typology of interpersonal connections

The combinations of these forms of connection characterize the different ap-
plications. In Table 1 we show an instance of this typology in which we can see
how it differentiates our scenarios. In DRM, the economic transactions can be
completely handled by the interaction of agents. Moreover the agents are able
to extend the friendship between users by giving recommendations to agents
that belong to the same community. C2C implies traditional people-to-people
interactions, however these interactions are extended via software agents which
increase the probability to match buyers with sellers as a result of maximizing the
amount of possible interactions. MUS is an all-inclusive application. Its essence
lies in the association of people with the desire to share something they know is
useful. The software is simply the medium to cooperate and create interpersonal
relationships.

From the inspection of the interpersonal relations between people and soft-
ware in the scenarios, we observe that social associations arise between members
of the socio-cognitive grids. We presume that as the associations grow they will
transform into complex social structures and interpersonal relationships. In order

Table 1. Typology applied to scenarios

DRM MUS C2C
People-Software John’s agent selected

a sample track for
him and then John
instructed his agent
to buy the song

Richard received the
critique of the flat
from George’s agent

Lucy instructed her
agent to ask her
friends for available
accommodation

Software-Software John’s agent bought
the song from the
record shop agent

Richard’s agent
found George’s agent
through the agent
mediators

Michelle’s agent in-
troduced Lucy’s to
Rita’s agent

People-People via
software

John recommended
the purchased song
to his friends, by way
of their respective
agents

George helped
Richard as a result
of the review that
George programmed
on his agent

Lucy met Rita
thanks to Michelle’s
agent
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to examine the emergent properties of the socio-cognitive grids we need a theory
that will help us understand the dynamics of social integration and support in
social structures.

4 Theory of Social Structures

In order to investigate the principles and motivations that lead to the formation
of stable and scalable social structures in the socio-cognitive grids, we borrow
the concept of social structure specified by classic exchange theorists from the
field of sociology and defined in [12] as: “... a configuration of social relations
among actors (both individual and corporate), where the relations involve the
exchange of valued items (which can be material, informational, symbolic, etc).”
This exchange of valued items is referred to as social exchange and is described
by Blau [13] as “...voluntary actions of individuals that are motivated by the
returns they are expected to bring and typically do in fact bring from others.”

We adapt the concepts mentioned above to build a conceptualization of mu-
tual exchange of digital content and support in the socio-cognitive grids, based
on the anthropomorphism of social exchange between people-agent and agent-
agent. The purpose of such anthropomorphism is not to replicate the complex
behaviour of human social relations or to create simulations of human societies
but to structure a formal framework capable of understanding how individual
behaviour, decisions and interests affect the dynamics of the construction of
social structures. We now describe those individual elements that, we suggest,
generate preferable societies in which intelligences want to stay and to which
others desire to belong.

4.1 Reciprocity in Social Exchange

According to Blau’s notion of social exchange once someone receives a favour,
assistance, information or any kind of service, he or she is implicitly obligated to
return the favour. We consider that the concept of obligation is not necessarily
(although it might be) enforced by legal bindings or a written contract but it is
a voluntary return encouraged by the interest to:

– increase the probability of finding someone who is willing to help you when
needed

– acquire reputation and recognition by the community
– contribute to the operation of efficient networks of social support

The dynamics of the society dictate reciprocity. An agent who gives some-
thing expects to receive something in return. If the received content is of high
value then the agent will seek to give something again in order to receive more of
that high valued content. On the other hand an agent who gives something but
receives nothing in return or low-valued content will therefore be disappointed
and will lose the motivation for any further reciprocal interaction.

At this point it is important to make the same clarification proposed by
Blau between economic exchange and social exchange. An economic exchange
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is the formal exchange of content which is priced in advance at a specific value
and thus an agreed value of the return, namely payment, is expected. Economic
exchange does not entail reciprocity or voluntary returns. On the other hand
social exchange suggests the bestowing of content with the promise of receiving
something in return. In our study we assume socio-cognitive grids with the ability
to support the existence of both economic and social exchange. e.g. DRM implies
an economic exchange of digital data plus the appropriate digital rights for an
economic remuneration. However, as we have describe in the DRM scenario,
even in this kind of application both parties can benefit from an underlying
social exchange of recommendations, reviews and opinions.

4.2 Social Networking

So far we have analysed the dynamics of the socio-cognitive grids from the per-
spective of an individual, from the inside to the outside. Now we move towards
an external perspective to examine the formation and dissolution of societies,
agreement and dissension and the general characteristics of networks of social
exchange. We adopt Cook and Emerson’s conceptualization of an exchange net-
work which is defined [14] “as consisting of (1) a set of actors (either natural
persons or corporate groups), (2) a distribution of valued resources among those
actors, (3) for each actor a set of exchange opportunities with other actors in the
network, (4) a set of historically developed and utilized exchange opportunities
called exchange relations into a single network structure”. From this definition
it is possible to examine exchange networks in agent societies from the following
perspectives:

– The creation of roles and the distribution of power understood as the in-
fluence that one agent exerts on the society and the degree to which others
depend on it

– The distribution of the resources and the position of the agents in the network
– The association of agents sharing common believes and the consequent iso-

lation from the society or the implementation of strict admission policies
– The factors that influence the formation, perpetuation, disintegration and

isolation of social networks

However we believe the above perspectives are just an initial instance of a
considerable range of approaches to the study of networks of social exchange in
socio-cognitive grids.

5 Evaluation

We have proposed the adaptation of the classical theory of social structures
based on social exchange as a framework to understand social interactions and
associations in socio-cognitive grids. To evaluate the concepts discussed in Sec-
tions 3 and 4 we believe it is necessary to build a software simulation of the
scenarios previously discussed. In this section we present the building blocks of
such a simulator: data structures for social memory, an algorithm for updating
social memory and a representation of the flow of content.
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5.1 Social Memory

We have discussed how important it is that an individual remembers its actions
towards every person in the society and the rewards obtained in return for its
actions. The duality actions-returns can be used to build an assessment about the
type and quality of each specific relationship. Furthermore, in order to transpose
these notions to an artificial society of agents, we suggest to design agents with a
structure that will allow them to remember all the interactions or exchanges with
other members of the society. We present two structures based on the actions and
returns described by Blau and on the roles of mediator and provider introduced
in Section 3.1:
provider(Name, PP, MPP, Loc p) mediator(Name, MP, MMP, Loc m, TS)

Name: Name of the agent Name: Name of the agent
which provided the content which mediated the content
PP: Provider Points MP: Mediator Points
MPP: Mirror Provider Points MMP: Mirror Mediator Points
Loc p: List of content from providers Loc m:List of content from mediators

TS: Time Stamp

Loc p=content(Date, Subject, Rating) Loc m=content(Date, Subject)

Date: Date of the interaction Date: Date of the interaction
Subject: Description of the content Subject: Description of the content
Rating: Rating given to the content

The structures are very similar and they are both built upon the same prin-
ciple of social exchange. However, as will be described in Section 5.2, the algo-
rithms and criteria to update the provider and mediator points are different. In
both, the field Name records the identity of the interacting agent. The field PP
reflects the opinion that the agent has about another agent, based on the quality
of the content directly received from that agent (returns). Similarly the field MP
shows an assessment of other agents but not as direct provider, instead function-
ing as a mediator through which the agent receives the content. The fields MPP
and MMP are estimated in the same way as PP and MP respectively but they are
a self-assessment of the behaviour (as provider or mediator) towards other agents
(actions). The structure for mediators has an extra field labelled TS which con-
tains a time stamp of the last interaction with every agent. As will be discussed
in Section 5.2, TS is used as a time reference to calculate the value of MP and
MMP. The provider and mediator structures give every agent a social memory
which can be used to evaluate the relationship with other members of the com-
munity and make decisions about the level of cooperation with each individual.

Based on the principles of social networking previously discussed in Section
4.2, it is also convenient to equip the agents with the ability to remember the set
of historically developed exchange opportunities. The fields Loc p and Loc m al-
low for a List of Concepts that contains the type and description (Subject) of the
historically exchanged content; and the Date of the interaction. Additionally, for
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the list of providers, the evaluation of the content is included in the form of a Rat-
ing which is needed to calculate the value of PP and MPP. In turn these values
are used as the main parameters for the selection criterion to choose recipients.

5.2 Updating Social Memory

The values of PP, MP, MPP and MMP are dynamically updated with every
applicable interaction. They are always a number in the range between 0 and
1 anticipating a future exploration of probabilistic models in the algorithms for
updating social memory and flow of content.

The process to update the value of PP and MPP is the weighted sum
NewV alue = ω1h1 +ω2h2. In the equation, h1 is the same evaluation of content
or Rating introduced in Section 5.1. h2 is called the Friendship level and it is a
method to express the appreciation towards the interacting agent. The support-
ing premise states that it is difficult to prove to be friend, thus new relations
are slow to build even if the exchanged content is good. However once a thresh-
old is reached and therefore the status of friend acquired then errors are easily
forgiven and favours highly appreciated. The friendship level (y) is defined as
an exponential transformation given by the equation y = Cekx − C where x is
the old value of PP or MPP before the new interaction; C and k are constants
defined according to friendship thresholds in the user’s profile. Finally ω1 and
ω2 are weights assigned to the rating and friendship level and vary according to
the agent implementation and user’s profile.

On the other hand, the process of updating the value of MP and MMP is
based on the assumption that usually a relationship deteriorates with time unless
it is constantly nourished. This degradation is represented using a time decay
function. The shape of the function is defined by the user profile. However it is
suggested, as a first approach, that the desired time decay function follows the
path of an exponential decay function which takes the difference between the
current time and the time stamp TS as its main variable. On the contrary, every
new interaction increases again the value of MP and MMP. For consistency, we
suggest that the increase rate should be defined using the same principle and
function used to calculate the previously defined Friendship level.

5.3 Flow of Content

From the scenarios of Section 2 we observe that while Richard wants to reach as
many people as possible so that the probability of receiving specific information
about the flat is higher, Lucy on the other hand is going to share a house therefore
she wants to ask only people she trusts, namely her friends. On this basis we de-
fine two methods of selecting recipients: Broadcast and Limited. Broadcast is the
propagation of the request to reach as many recipients as possible whereas Lim-
ited implies a specific selection criterion which Homans [15] suggests is directly
related to the value of the exchanged content and the probability of obtaining
it: “In choosing between alternative actions, a person will choose that one for
which, as perceived by him at the time, the value (degree of reward) V, of the
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result, multiplied by the probability, p, of getting the result, is the greater”. We
propose that every agent is motivated to choose recipients by different priorities
and the ensemble of all these possibilities characterises the profile of the society.

However it is possible to define the variables to be considered when making
a selection. The main purpose of every selection is to maximize the benefit and
the probability of obtaining it. Generalizing a simple interaction between two
agents, namely A and B, the probability that an agent A will choose agent B
as a recipient is determined by: (i) the quality of the relationship between them
(defined by PP), (ii) the probability that agent B would have the answer (defined
by Loc p) and (iii) the probability agent B will provide agent A with the answer
given that agent B has the answer (defined by a condition of reciprocity between
PP and MPP).

On the other hand the probability that agent B will respond to agent A
is also given by a condition of reciprocity between PP and MPP (or MP and
MMP in the case where agent B does not have the answer but knows agent
C who might have it). We anticipate that this condition of reciprocity will be
similar to the well known cooperation strategy TIT FOR TAT [16]; but to find
the conditions that lead to stable interactions and scalable societies is precisely
the purpose of the simulation.

6 Discussion and Further Work

In this paper we have discussed the idea of interpersonal relations, social struc-
tures and cooperation within the framework of socio-cognitive grids. We bor-
rowed concepts from the sociological classical theory of interpersonal relation-
ships and social structures. We recognize that social exchange and social net-
working are the building blocks of stable socio-cognitive grids. We suggest that
societies within the socio-cognitive grids will build social relations based on the
exchange of valued items and the creation of social networks. Furthermore this
social exchange should be self-regulated by social norms, such as reciprocity, that
emerge from within the society. From this point on we are now interested in four
main paths: (i) the evaluation of these propositions through the construction of
a software simulation based on the outline given in Section 5, (ii) the logical for-
malization of the social relations that shape the social structures, (iii) a deeper
exploration of the utilized sociological theories and the incorporation of more
complex social relations and (iv) the incorporation of the ideas of digital blush,
shame and embarrassment [17] as new mechanisms of self-regulation.
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Abstract. We study the design of policies for virtual communities of agents
based on peer-to-peer systems or the grid infrastructure. In a virtual community
agents can play both the role of resource consumers and the role of resource
providers. Moreover, the agents remain in control of their resources, and there-
fore we distinguish between the authorization to access a resource given by the
virtual community and the permission to do so issued by the resource providers.
We propose a logical multiagent framework for virtual communities that distin-
guishes three roles: resource consumption, provision, as well as authorization.

1 Introduction

Peer-to-peer systems and the grid infrastructure allow to create virtual communities. For
example, Pearlman et al. [1] define a virtual community as a large, multi-institutional
group of individuals using a set of rules, a policy, to specify how to share their re-
sources, such as disk space, bandwidth, data, online services, etc. In order to control the
distributed nature of peer-to-peer or grid systems, policies are defined using norms, i.e.,
deontic notions like obligations, prohibitions and permissions. Inspiration comes from,
amongst others, computer security and distributed systems [2,3]. For example, in the
Kazaa file sharing system a user is obliged by the system to share files, otherwise his
bandwidth for downloading files is reduced as a sanction.

However, policies in virtual communities are more complex than policies in tradi-
tional distributed systems, due to the following reasons.

– Every agent in the community can play both the role of a resource consumer as
well as that of a resource provider. Resource providers retain the control of their
resources and they specify in local policies the conditions of use of their resources.

– When there is a central manager, it permits agents to access the resources which it
owns and controls, according to the policies defined by itself. In contrast, in virtual
communities, access control cannot be directly implemented, since nobody owns
all the resources.

– Resource providers implement local access control according to the community’s
security policies. However, they should not be overburdened by the task of updating
the policies as they change and new members join the community.

– Agents who participate to the community are heterogeneous and change frequently,
so they cannot be assumed to be always cooperative and to stick to the system
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policies, concerning both requesting access to resources and providing access to
their resources.

The problem of designing policies for virtual communities has been raised recently,
e.g., by Pearlman et al. [1] and Sadighi Firozabadi and Sergot [4]. Pearlman et al. argue
that the solution is “to allow resource owners to grant access to blocks of resources
to a community as a whole, and let the community itself manage fine-grained access
control within that framework”. The centralized management of resources owned by
the single resource providers is performed by a Community Authorization Service (or
CAS): “A community runs a CAS server to keep track of its membership and fine-
grained access control policies. A user wishing to access community resources contacts
the CAS server, which delegates rights to the user based on the request and the user’s
role within the community. These rights are in the form of capabilities which users can
present at a resource to gain access on behalf of the community”.

In this paper we discuss the design of virtual communities policies composed by
prohibitions, permissions and authorizations. We address the following problems.

1. Is the task of authorizing requests performed by the CAS - henceforth called also
authority - identical to the task performed by a resource provider when it permits
access? How should permissions and authorizations be distinguished and how are
they related? What is the relation between the CAS and the resource providers?

2. How can a resource provider delegate to the CAS the power of authorizing resource
consumers and why can the power to issue permissions not be delegated?

We analyze these distinctions using our framework for normative multiagent sys-
tems [5]. As Jin and Liu [6] notice, multiagent systems “have been widely used in
peer-to-peer computing” and “it is regarded as a perfect match to integrate peer-to-peer
computing and agent-based systems, because since their inception, multiagent systems
have been always thought of as network of peers”. We extend the use of multiagent sys-
tems in peer-to-peer to normative multiagent systems, i.e., multiagent systems regulated
by norms.

We use the following example in this paper, based on Pearlman et al.’s description of
the process of accessing a resource in a virtual community. When a resource provider a3
wants to join a community, it informs the CAS a2, which replies with the requirements
on how its resource must be shared with the community. When a resource consumer
a1 wants to access the resource of agent a3, it must not only authenticate itself with
agent a2 providing its credentials, but it must also get a proof that its request conforms
to the community’s access policy. This proof is expressed by a capability (e.g., a X.509
certificate) provided by agent a2 to a1, which identifies the agent and states that it is
authorized to access the resource. Now, agent a1 can make the actual request to a3,
forwarding it the capability. After checking the truthfulness of the capability, agent a3
replies to a1. In a virtual community, agent a3 maintains the control of its resource: the
request is granted only if it is also permitted by the local policy of agent a3. Hence,
the authorization by agent a2 contained in the capability is not enough for agent a1’s
request being granted.

This paper is organized as follows. In Section 2 we discuss the notion of authoriza-
tion. In Section 3 we introduce the formal agent model with the definition of norms
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(prohibitions and permissions), authorizations and delegation, which is illustrated by
the above scenario. In Section 4 we discuss the theoretical foundations of the design
and in Section 5 we summarize the results of the paper.

2 Authorization

A first cue that authorization and permission have different properties is found in the
ordinary use of the terms authorization and permission. E.g., for the Cambridge Ad-
vanced Learner’s Dictionary [7] permitting is “to allow something”, “to make it possi-
ble for someone to do something, or to not prevent something from happening”, while
authorizing means “to give someone official permission to do something”. Moreover,
dictionaries of law like [8] argue that authorizations and permissions are related but
different concepts, and that authorizations do not create new permissions.

In virtual communities, the authorization issued by the CAS is conceptually differ-
ent from the permission granted by the resource provider, because the power of issuing
permissions requires being in control of a resource. Resource providers delegate to the
CAS the power to issue authorizations, but not the power to issue permissions. The
notion of authorization to access a resource and the notion of permission should be
kept distinct to correctly model of the situation. Moreover, they should be kept apart to
prevent dangerous misunderstandings in the design of access policies.

Consider the following example. An agent a3 joins some virtual community; it will
both use the resources provided by the community, say downloading shared files, and
provide its resource to the other members of the community, say some of its disk space
to store files: agent a3 plays both the role of a resource consumer, c(a3), and that of a
resource provider, p(a3). Since agent p(a3) controls its disk space (it is the only one
who can decide that storing or retrieving files take place), it regulated the access to the
disk by means of some local policy: prohibitions and permissions. E.g., it prohibited to
read files during the day and it prohibited to store files exceeding 2.5Mb.

When agent a3 joins the community, it agrees that also some other members use its
disk space resource. In principle, agent p(a3) could modify the policy regulating the
access to its resource: e.g., by maintaining the prohibitions to read file during the day
and to store large files, and by adding the permission about which members of the com-
munity can store and retrieve files on its disk space. However, this solution imposes an
heavy burden. Even if the problem of authenticating which are the current users of the
community can be dealt with by some trusted third party who gives them e-certificates,
another problem remains: which members of the community are the ones which the
community currently wants that they can access the resource and under which condi-
tions they can do so. Moreover, the community’s access policies may change with time,
so that agent p(a3) should be kept informed and should modify the norms (prohibitions
and permissions) regulating access to the resource it owns. The complexity of modifi-
cations could also introduce unwanted errors in the access policy of agent p(a3).

What is needed is a solution which transfers the burden of managing the community
policies to other agents, playing the role of authorities, which have the knowledge and
resources to perform this task. However, it is impossible to say that the CAS u(a2)
changes the prohibitions and permissions posed by agent p(a3): in our model [5] norms
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are defined in terms of the goals which resource providers want to achieve concerning
the use of their resources. The difficulty is that nobody can change the goals of an
autonomous agent. Moreover, u(a2) is not in control of the resource so it cannot impose
sanctions to motivate the respect of prohibitions. Finally, agent p(a3) wants to preserve
its autonomy, so that it does not accept that someone else can change the prohibitions
and permissions regulating access to its resource.

The solution is that agent p(a3) creates a permission saying that authorized agents
can access the resource. But the decision to authorize agents to access the resource is
delegated to the CAS u(a2) which has up to date knowledge on the system policies and
members. Delegating the decision to authorize is easier than delegating permissions:
the authorization is not a goal of the agent p(a3) but just a belief which can be induced
by the CAS by issuing e-certificates and capabilities to the agents which are authorized.
Moreover, it does not require that the delegated agent is in control of the resource.

When the set of agents which can be authorized changes as a consequence of new
community policies, agent p(a3) does not have to change the prohibitions and permis-
sions regulating access: new authorizations are created when the CAS u(a2) issues new
capabilities (or, in our abstract terminology, u(a2) declares them authorized). The ca-
pabilities are recognized by agent p(a3) as the proof that the permission to access the
resource applies to a consumer c(a1) requesting access to it.

Authorizations, thus, are the means used by authorities like the CAS to regulate the
access of consumers to resources which they do not control. But there is no way to
make authorized users access a resource without a permission by the resource provider
which controls the resource: hence, authorizations are distinct from and presuppose
permissions. An authorization is useless unless the resource provider permits authorized
agents to access the resource it controls: authorizations change what is prohibited to an
agent and legitimate an action but without introducing or removing any prohibition and
permission.

Finally, nothing requires that agent u(a2), who is delegated the authority to autho-
rize other agents, is itself permitted nor authorized nor delegated to authorize itself.
The separation of institutional power from the permission to exercise it, identified by
Makinson [9], is important for virtual communities. An organization could, e.g., out-
source some administrative task such as assigning access rights to some agent without
allowing it to have those access rights. In summary, the key notions are:

Prohibition is defined as a goal of resource providers. This is paraphrased as: Your
wish (goal, desire) is my command (prohibition). The unfulfillment of the goal is
considered as a violation and is sanctioned.

Permission is behavior which not considered by a provider as a violation and thus it
is not sanctioned. The main role of permissions is to provide exceptions to prohibi-
tions in a given context.

Authorization is a belief of a provider which appears as a condition in some permis-
sion it issued.

Declaration of authorization is an action of an authority which states that an agent
can be considered authorized according to its own policy. Using Searle [10]’s ter-
minology, in [5], we say that a declaration generates an actual authorization if it
“counts as” an authorization for the resource provider.
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Delegation establish who is considered as an authority. The declaration of someone
recognized as an authority turns into a belief of the resource provider that an agent
is authorized. A provider delegates the power to authorize to the CAS when it joins
the community.

3 A Formal Model

3.1 Individual Agent Design

In virtual communities there is no separation of resource providers from resource con-
sumers, and they can play the role of authorities too. So we introduce a single set of
agents, which can each play one or more roles. For the individual agent design we are
inspired by the BOID architecture [11]. However, in contrast to the BOID architecture,
prohibitions are not taken as primitive concept. Beliefs, desires and goals are repre-
sented by conditional rules.

Definition 1 (Agents). Let A = {a1, a2, . . . , an} be a set of n agents. An agent ai ∈ A
can play three roles:

1. Resource consumer, denoted as c(ai): it can access resources to achieve its goals,
is subject to norms regulating security, prohibitions and permissions, and also en-
dowed with authorizations to access resources.

2. Resource provider, denoted as p(ai): it can provide access to the resources it owns.
We call this the normative role, since it can issue norms, i.e., prohibitions and per-
missions about the access of a resource, and enforce their respect by means of
sanctions, and delegate the power to authorize resource consumers.

3. Authority, denoted as u(ai): it can declare resource consumers authorized when
they are requested to do so. They know that their declarations are considered as
authorizations by the resource providers since they have been delegated the power
to authorize resource consumers on behalf of resource providers.

Actions, represented by decision variables, can have conditional and indirect effects
with a non-monotonic character. We assume that the base language contains boolean
variables and logical connectives. The variables are either decision variables of an
agent, which represent the agent’s actions and whose truth value is directly determined
by it, or parameters, which describe the state of the world and whose truth value can
only be determined indirectly. Our terminology is borrowed from Lang et al. [12]. In-
stitutional facts, a subset of the parameters, represent the legal classification of reality
made by agents.

Definition 2 (Decisions). Let Ai = {m, m′, m′′, . . .}, the decision variables of ai ∈
A, and P = {p, p′, p′′, . . .}, the parameters, be n + 1 disjoint sets of propositional
variables. Let the institutional facts I be a subset of P . A literal is a variable or its
negation. di ⊆ Ai is a decision of agent ai.

The consequences of decisions are defined by the agent’s epistemic state, i.e. its
beliefs about the world: how a new state is constructed out of previous ones given a
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decision is expressed by a set of belief rules, denoted by Bi. Belief rules can conflict
and agents can deal with such conflicts in different ways. The epistemic state therefore
also contains an ordering on belief rules, denoted by ≥B

i , to resolve such conflicts.

Definition 3 (Epistemic states). Let a rule built from a set of literals be an ordered
sequence of literals l1, . . . , lr, l written as l1 ∧ . . . ∧ lr → l where r ≥ 0. If r = 0, then
we also write � → l. The epistemic state of agent ai, 1 ≤ i ≤ n, is σi = 〈Bi, ≥B

i 〉,
where Bi is a set of rules; ≥B

i is a transitive and reflexive relation on the powerset of
Bi containing at least the subset relation.

Example 1. Let s = {p} be the current state, d1 = {a}, B1 = {a → q, a ∧ p → ¬q}
and ≥B

1 = {a ∧ p → ¬q} > {a → q}: q is a consequence of action a, unless p
is true: the second rule is an exception to the first one. The new state resulting from
the decision d1 in state s given the belief rules B1 is {p, ¬q}: the applicable rules are
{a → q, a ∧ p → ¬q}, but since they are conflicting only the rule a ∧ p → ¬q with
higher priority in the ordering ≥B

1 is applied.

The agent’s motivational state contains two sets of rules for each agent. Desire (Di)
and goal (Gi) rules express the attitudes of the agent ai towards a given state, depending
on the context. When facing a conflict between their motivations, different agents prefer
to fulfill different goals and desires. We express these agent characteristics by a priority
relation on the rules which encode, as detailed in Broersen et al. [11], how the agent
resolves its conflicts.

Definition 4 (Motivational states). The motivational state Mi of agent ai 1 ≤ i ≤ n
is a tuple 〈Di, Gi, ≥i〉, where Di, Gi are sets of rules, ≥i is a transitive and reflexive
relation on the powerset of Di ∪ Gi containing at least the subset relation.

The decision process of an agent ai tries to minimize (according to the ordering ≥i

on goal and desire rules) the goal and desire rules in Gi and Di which remain unsatisfied
given a certain decision di.

Definition 5 (Unfulfilled motivational states). Let U(R, s) be the unfulfilled rules
of state s U(R, s)={l1∧. . .∧ln→l ∈ R | {l1, . . . , ln} ⊆ s and l �∈s} The unfulfilled
mental state description of agent ai is Ui = 〈UD

i = U(Di, s), UG
i = U(Gi, s)〉.

Example 2. Given 〈D1 = {� → z}, G1 = {� → x, y → w, z → u}, ≥1〉 as the
motivational state of agent a1, the unfulfilled motivational state of agent a1 in state
s = {x, y} is U1 = 〈UD

1 = {� → z}, UG
1 = {y → w}〉

In calculating which are the effects of a decision di given an initial state s, the
agent uses the belief rules Bi and the ordering on them ≥B

i to resolve the possible
conflicts. Moreover, agent ai must predict the decisions of the agents acting after itself
by recursively modelling ([13]) them using the information on their belief, goal and
desire rules captured by their motivational states. The reader can find the details of the
qualitative decision model in [5].

3.2 Norms

Prohibitions and permissions are defined in terms of goals and desires of the bearer
of the norm and of the normative role, together with two auxiliary concepts. The first
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concept is violation. The normative role can decide whether something is considered a
violation or not.

Definition 6 (Violation variables). The violation variables of agent p(aj) are a subset
of the decision variables of p(aj) written as Vj={V i

j (x) | x a literal built out of a
propositional variable in P ∪ Ai }: x is a violation by agent c(ai).

The second concept is sanction. Since it is not possible to assume that all agents are
cooperative and respect the norms, sanctions provide motivations to fulfill the norms. A
sanction is an action negatively affecting an agent, i.e., the agent desires the absence of
the sanction.

Definition 7 (Conditional prohibition with sanction). Agent c(ai) is prohibited by
agent p(aj) to decide to do x (a literal built out of a variable in P ∪ Ai) with sanction
s (a propositional variable) under condition q (a proposition), F(i,j)(x, s | q), iff:

1. q → ¬x ∈ Gj : if agent p(aj) believes that q it has as a goal that agent c(ai) adopts
¬x as its decision.

2. q ∧ x → V i
j (x) ∈ Gj: if agent p(aj) believes that q ∧ x then it has the goal V i

j (x):
to recognize x as a violation done by agent c(ai).

3. V i
j (x) → s ∈ Gj : if agent p(aj) decides V i

j (x) then it has as a goal that it
sanctions agent c(ai).

4. � → ¬s ∈ Di: agent c(ai) has the desire not to be sanctioned.

A permission to do x is an exception to a prohibition to do x if agent p(aj) has the
goal that x does not count as a violation under some condition.

Definition 8 (Conditional permission). Agent c(ai) is permitted by agent p(aj) to
decide to do x (a literal built out of a propositional variable in P ∪Ai) under condition
q (a proposition), P(i,j)(x | q), iff q ∧ x → ¬V i

j (x) ∈ Gj: if agent p(aj) believes q ∧ x
then it wants that x is not considered a violation done by agent c(ai).

The permission overrides the prohibition if the goal that something does not count
as a violation (q ∧ x → ¬V i

j (x)) has higher priority in the ordering on goal and de-
sire rules ≥j with respect to the goal of a corresponding prohibition that x is con-
sidered as a violation (q ∧ x → V i

j (x)): ≥j⊇ {q ∧ x → ¬V i
j (x)} > {q ∧ x →

V i
j (x)}. We do not consider here the problem of how normative role’s characteristics

can be generated; e.g., see [14] for a discussion of the problem of the legal sources of
norms.

3.3 Resource, Authorization and Delegation

We introduce now the notion of resource, of control of a resource, of authorization and
delegation of the institutional power to authorize access to a resource. An agent who
manipulates a resource by means of some action is called a resource consumer:

Definition 9 (Resources). Let RS be a set of resources. Let RAj = {fj(r) | r ∈ RS}
be a set of resource actions of agent c(aj) on r ∈ RS.
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The possibility to punish violations by means of some sanction s is among the pre-
conditions for creating a prohibition; for this reason, it appears in the notion of control-
ling a resource, which is a precondition for issuing norms concerning access control.
An agent who controls a resource is a resource provider.

Definition 10 (Control of resource). Agent p(aj) controls a resource action fi of
agent c(ai) on resource r ∈ RS, controlj(fi(r)), iff Agent p(aj) can negatively in-
fluence agent c(ai) when it executes fi(r) by means of some decision variable or para-
meter which it can control s ∈ Aj ∪ P such that � → ¬s ∈ Di: agent c(ai) desires
not to be sanctioned.

As a particular case, s = ¬p can be a literal built out of a parameter representing
the failure of accessing a resource: e.g., reading a file has the desired effect of knowing
the content of the file, and blocking the reading action results in the impossibility of
knowing the information contained in the file. c(ai) believes that p(aj) with m ∈ Aj

prevents to achieve the effect p of fi(r) which c(ai) desires; fi(r) → p ∈ Bi, � →
p ∈ Di and m has the effect ¬p: m → ¬p ∈ Bi and ≥B

i ⊇ {m → ¬p} > {fi(r) → p}.
Besides issuing norms, an agent which controls a resource can consider other agents

authorized to access the resource it controls; authorizations, are a legal classification of
reality for agents, and, thus, are represented by institutional facts:

Definition 11 (Authorizations). Let the institutional facts I contain a set of so-called
authorization variables: Hj={uj(fi(r)) | ai∈A and fi(r)∈RAi and controlj(fi(r))}
They are institutional facts representing that the resource provider p(aj) considers
agent c(ai) authorized to access r with action fi. An authorization has a meaning only
if it appears among the conditions of a permission.

Instead, declaring an agent authorized does not have the requirement to control a
resource.

Definition 12 (Declarations). Let the decision variables of agent u(ak) contain a set
of so-called declaration variables Tk = {gk(fi(r)) | ai ∈ A and fi(r) ∈ RAi}. Here
gk(fi(r)) means that agent u(ak) declares agent c(ai) authorized to access r with
action fi.

The point of declaring agents authorized is that a declaration generates an actual
authorization if it counts as an authorization for the normative role controlling the re-
source. An example of this relation is the fact that a signature by the head of the de-
partment on a purchase order counts as the institutional commitment of the department
to pay for that order: the head of the department has the institutional power to buy on
behalf of the department.

Definition 13 (Counts as relation). A decision variable x ∈ Ak of agent u(ak),
counts-as q, where q is a literal, for agent p(aj), counts-asj(x, q), only if x → q ∈ Bj:
agent p(aj) believes that x has q as a consequence.

An agent who has been delegated the institutional power to authorize access is called
an authority. It is not requested to control any resource.
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 V(read1..) in G3

ask1(g2(read1(file)))

a2

a3

ask1(g2(read1..))
-> g2(read1..) in G2

Fig. 1. Requesting access

Definition 14 (Delegation of authorization). Agent u(ak) is delegated by agent p(aj)
the institutional power to authorize agent c(ai) to do fi(r) ∈ RAi by means of dec-
laration gk(fi(r)) ∈ Tk (uj(fi(r)) ∈ Hj), Del(k,j)(gk(fi(r)), uj(fi(r))), iff we have
counts-asj(gk(fi(r)), uj(fi(r))).

3.4 Applicative Scenarios

In this section we sketch an applicative scenario in our model in the context of a virtual
community. As shown in Figure 1 we have three agents: agent a3, a provider p(a3) of
resource f (a file), the resource consumer c(a1), and the CAS agent a2: an authority
u(a2). Agent p(a3) can block c(a1)’s attempt of accessing with action r1 (r1(f)) the
resource, since it is in control of the resource. When agent p(a3) joined the community
(step 1) it maintained the prohibition to access f (F(1,3)(r1(f), ¬info(f) | �)) but
it agreed to share r1(f) the resource with the other members of the community by
means of a permission to do r1(f). Unfortunately, p(a3) does not know which are
the current members (in this case whether agent a1 is a member) nor which is the
access policy of the community concerning the resource f which p(a3) is sharing. Thus,
agent p(a3) decides to consider what agent u(a2) says (or declares, in our terminology:
g2(r1(f)) ∈ T2) about c(a1)’s access to f as an authorization u3(r1(f)) by itself:
u(a2)’s action g2(r1(f)) counts as u3(r1(f)) ∈ H3 for p(a3). Then it permits agent
c(a1) to access only if it is authorized: P(1,3)(r1(f)|u3(r1(f))).

Agent c(a1) compares the different alternatives for achieving its goal of knowing
the content of the file info(f): requesting the resource by doing r1(f) alone (step 5)
or first asking agent u(a2) for a declaration (ask1(g2(r1(f))))(3) and then requesting
to access the resource (5). It knows that a request for access is considered as a viola-
tion V (r1(f), c(a1)) by agent p(a3) and, thus, sanctioned by negating the information
contained in the file (¬(info(f))). For this reason, it decides to ask agent u(a2) for
an authorization to access agent p(a3)’s resource. Agent u(a2) will provide c(a1) with
the declaration since it is a goal of the u(a2) to cooperate with resource providers in
enforcing the policy (ask1(g2(r1(f))) → g2(r1(f)) ∈ G2). Finally, agent c(a1) knows
that the declaration g2(r1(f)) of agent u(a2) is considered as an authorization u3(r1(f)
by agent p(a3): g2(r1(f)) → u3(r1(f)) ∈ B3.
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4 Related Work

This use of the terms right, authorization and permission as synonyms is frequent in
policies for managing access control in distributed systems (e.g., [15]). In this paper
we show why and how these concepts should be kept distinct in the context of virtual
communities.

The necessity of a fine grained analysis of the concepts of permission and autho-
rization in the security policy field is witnessed also by Sadighi Firozabadi and Sergot
[16] who argue that a mere permission given by the resource provider to access a re-
source which it controls must be distinguished from the entitlement to access the re-
source: an agent is entitled and not merely permitted when the policies regulating the
virtual community prohibit the resource provider not to permit the agent to access the
resource.

Another distinction comes from deontic logic. Jones and Sergot [17] distinguish
permissions from powers in the sense of having been delegated the institutional power
to do something: “when we say that the Head of Department is authorized1 to purchase
equipment, we mean first and foremost that he has been granted by the institution the
power to enter valid purchase agreements”. Instead, “sometimes when we say that an
agent is authorized to do such-and-such we mean no more than that he has been granted
permission to do it”.

Law studies argue that a further distinction must be drawn also in this last sense
of the term authorization as mere permission. The [8]’s dictionary of law argues that
adding or removing an authorization does not change the normative status of an agent
while a new permission does; i.e., authorizations do not change the norms (prohibitions
and permissions), an agent is subject to; rather, authorizations lift the legal obstacles
and limitations, thus legitimating an action of the agent: they change the sphere of
what is prohibited or permitted to the agent without adding or removing norms. This is
possible since norms have a conditional character so that what is currently considered as
a violation or not depends on which are the norms that have their conditions satisfied in
the current situation. The fact that authorizations do not modify the existing norms, but
change what is prohibited and permitted to an agent anyway, means that authorizations
enable the conditions of some permissions. Hence, the institutional power to authorize
can be delegated to other agents who do not directly control the resources, since creating
an authorization does not require to change prohibitions and permissions.

Some scholars argue, instead, that the power to create permissions can be dele-
gated. [18], for example, propose a framework where this power can be delegated as
any other power to create institutional facts. We show in this paper that once prohibi-
tions and permissions are not considered as primitive logical entities, the preconditions
for their creation emerge. When we define them in terms of goals of the normative role,
it emerges that controlling a resource is necessary for issuing a norm.

In Section 1, we highlighted that according to Cambridge Advanced Learner’s Dic-
tionary [7] officiality seems to be the first dimension distinguishing permissions from
authorizations: the official character of authorizations depends on the fact that they are

1 Note that Jones and Sergot use the term “authorization” in another sense with respect to this
paper, i.e., as a synonym of “having the institutional power”.
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institutional facts, and this character distinguishes them from permissions; an autho-
rization is an institutional fact which appears among the conditions of some permission
issued by a normative role: if the normative role believes this fact, the permission is en-
abled so that what is permitted in the current situation is changed by the authorization.
The creation of institutional facts is a commonplace feature of legal systems and norm-
governed organizations. According to [17], “it is that particular agents are empowered
to create certain types of states by mean of the performance of specific types of acts.
Typically, the states created will have a normative character”.

An authority has been delegated the power to create an institutional fact if the
institution recognizes the authority’s action as counting as something else (as in Searle
[10]’s notion of construction of social reality). E.g., the fact that an authority declares an
agent authorized counts as an authorization by a normative role. For Jones and Sergot
[17], the counts as relation expresses the fact that a state of affairs or an action of an
agent “is a sufficient condition to guarantee that the institution creates some (usually
normative) state of affairs”. They suggest this relation can be considered as “constraints
of (operative in) [an] institution”, and they express them as conditionals embedded in a
modal operator.

5 Summary

We discuss policies for virtual communities based on peer-to-peer systems and the grid
infrastructure with a community authorization service (CAS). Pearlman et al. [1] use
the term ‘right’ both for the authorizations provided by the CAS and the permissions
granted by the resource providers: “the user effectively gets the intersection of the set of
rights granted to the community by the resource provider and the set of rights defined
by the capability granted to the user by the community.” We base our model on the
distinction of the notions of permission and authorization, which leads to three roles
for each agent: as a resource provider, a resource consumer and authority. The role
played by the CAS in virtual communities is formalized in terms of what we called the
authority role.

The task of authorizing requests performed by the authority CAS is not identical to
the task performed by a resource provider when it permits access. Permissions and au-
thorizations are distinguished, because authorizations can be delegated. They are related
to prohibitions by the resource providers. The relation between the CAS and resource
providers is that resource provides can be sanctioned. A resource provider can delegate
to the CAS the power of authorizing resource consumers by declarations. The power
to issue permissions cannot be delegated, because issuing permissions is restricted to
control of the resource.

There are several issues for further research. First, delegation of authorization
should be regulated,since not all authorities can be authorized themselves. Second, we
can model hierarchies of policies to represent norms issued by local resource providers
which can be constrained by obligations and permissions posed at the global level
[19,20]. In [5] we discuss the counts as relation and constitutive rules in normative
systems. Finally, in [21] we explore how to formalize our model using the standard
BDICTL logic [22] for agent verification.



Permission and Authorization in Policies for Virtual Communities of Agents 97

References

1. Pearlman, L., Welch, V., Foster, I., Kesselman, C., Tuecke, S.: A community authorization
service for group collaboration. In: Procs. of the IEEE 3rd International Workshop on Poli-
cies for Distributed Systems and Networks. (2002)

2. Moffett, J., Sloman, M.: Policy hierarchies for distributed systems management. IEEE
Journal of Selected Areas in Communications 11(9) (1993) 1404–1414

3. Samarati, P., De Capitani di Vimercati, S.: Access control: Policies, models, and mechanisms.
In Focardi, R., Gorrieri, R., eds.: Foundations of Security Analysis and Design LNCS 2171.
Springer Verlag, Berlin (2001)

4. Sadighi Firozabadi, B., Sergot, M.: Contractual access control. In: Procs. of Workshop of
Security Protocols, Cambridge (UK) (2002)

5. Boella, G., van der Torre, L.: Regulative and constitutive norms in normative multiagent
systems. In: Procs. of KR’04. (2004) 255–265

6. Jin, X., Liu, J.: The dynamics of peer-to-peer tasks: an agent based perspective. In: Procs. of
Agents and Peer-to-peer Computing. (2004) 84–95

7. Press, C.U.: Advanced Cambridge Learners’ dictionary. Cambridge University Press (2002)
8. del Giudice, F.: Nuovo dizionario giuridico. Simone Editore (2001)
9. Makinson, D.: On the formal representation of rights relations. Journal of philosophical

Logic 15 (1986) 403–425
10. Searle, J.: The Construction of Social Reality. The Free Press, New York (1995)
11. Broersen, J., Dastani, M., Hulstijn, J., van der Torre, L.: Goal generation in the BOID archi-

tecture. Cognitive Science Quarterly 2(3-4) (2002) 428–447
12. Lang, J., van der Torre, L., Weydert, E.: Utilitarian desires. Autonomous Agents and Multi-

agent Systems (2002) 329–363
13. Gmytrasiewicz, P.J., Durfee, E.H.: Formalization of recursive modeling. In: Procs. of IC-

MAS’95. (1995) 125–132
14. Boella, G., van der Torre, L.: Permissions and obligations in hierarchical normative systems.

In: Procs. of ICAIL’03, ACM Press (2003) 109–118
15. Li, N., Grosof, B.N., Feigenbaum, J.: Delegation logic: A logic-based approach to distributed

authorization. TISSEC 6(1) (2003) 128–171
16. Sadighi Firozabadi, B., Sergot, M.: Power and permission in security systems. In: Security

Protocols. Springer Verlag (1999) 48–53
17. Jones, A., Sergot, M.: A formal characterisation of institutionalised power. Journal of IGPL

3 (1996) 427–443
18. Sadighi Firozabadi, B., Sergot, M., Bandmann, O.: Using authority certificates to create

management structures. In: Procs. of Workshop of Security Protocols. Volume 2467., Berlin,
Springer Verlag (2001) 134–145

19. Boella, G., van der Torre, L.: Local policies for the control of virtual communities. In: Procs.
of IEEE/WIC WI’03, IEEE Press (2003) 161–167

20. Boella, G., van der Torre, L.: Local vs global policies and centralized vs decentralized control
in virtual communities of agents. In: Procs. of WI’04. (2004)

21. Boella, G., van der Torre, L.: Game specification in normative multiagent system: the trias
politica. In: Procs. of IAT’04. (2004)

22. Rao, A.S., Georgeff, M.P.: Decision procedures for BDI logics. Journal of Logic and Com-
putation 8 (1998) 293–343



On Exploiting Agent Technology in the Design
of Peer-to-Peer Applications

Steven Willmott, Josep M. Pujol, and Ulises Cortés
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Abstract. Peer-to-peer (P2P) architectures exhibit attractive proper-
ties for a wide range of real world systems. As a result they are in-
creasingly being applied in the design of applications ranging from high-
capacity file sharing and global scale distributed computing to business
team-ware. The objective of this paper is to outline a number of areas
in which Agent techniques for the management of social problems such
as decision making or fair trading amongst autonomous agents could be
used to help structure P2P actions. In particular we focus on approaches
from mechanism design, argumentation theory and norms / rules and
electronic institutions.

1 Introduction

Peer-to-peer (P2P) architectures exhibit attractive properties for a wide range
of real world systems. As a result they are increasingly being applied in the
design of applications ranging from high-capacity file sharing and global scale
distributed computing to business team-ware.

In addition their benefits however, P2P systems also fundamentally change
the networking paradigm used in an application often causing tensions with
other application goals such as security, predictability, performance guarantees,
billing and so forth. Some of these issues in particular arise due to the nature of
control, authority and ownership typical found in peer-to-peer systems:

– It is no longer possible to know exactly who is participating in the system.
– Participants in the system may change over time appearing and disappearing

without trace.
– There are generally no centrally controlled ’arbiters’ available to make au-

thoritative decisions.
– Nodes may not only fail - they may be actively trying to subvert the system.
– Nodes may not only behave maliciously by themselves - subgroups of them

may do so in a coordinated manner.

Each of these problems is not only technical but also social in nature [12] -
springing from the new found autonomy and decision making power of the peers
(actors) in the system. Whilst standard distributed systems engineering provides
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some of the answers, much work relevant work can also be found in the Agent
and Multi-Agent Systems literature. The objective of this paper is to explore
how some of these more ’social’ P2P network issues could be addressed using
various paradigms / approaches from the Agent research community.

While there are already many good examples of the application of Agent
technology to P2P systems (such as many of the papers in previous editions of
the Agents and Peer-to-Peer Computing workshop itself), with the exception of
studies in the area of reputation and coordination [3] and others) the majority
of this work to date has focused primarily on algorithmic or infrastructural con-
cerns. In order to broaden this debate, in this paper we look at a number of other
areas of Agent technology which could also bring significant benefits but have
not been extensively applied to P2P systems as yet, these are mechanism design,
argumentation theory and notions of norms / laws and electronic institutions.
The paper is organised as follows:

– Section 2 briefly outlines some often positively and negatively perceived
properties of P2P architectures.

– Section 3 characterises typical P2P systems in terms of different potential
types of agent systems.

– Section 4 provides a number of example potential areas in which different
types of Agent technology might benefit P2P application design.

– Section 5 concludes the paper.

The paper is discursive in nature and is intended to act as a discussion starter
rather than an in-depth analysis of the issues involved.

2 The Good, The Bad and The Anti-social

While a certain amount of the interest in using P2P architectures in application
development might be attributable to hype or buzz, they clearly also present
key technical advantages beyond traditional client-server approaches for some
applications. Some of the most visible of these advantages include:

– Virtualised / transparent access to large-scale of distributed resources - in
particular computing resources. The SETI@Home search for extraterrestrial
life program being one of the best known examples. 1

– Low configuration / low maintenance application deployment through Self
organisation - such as the easy to install and maintain teamware applications
targeted by Groove Networks. 2

– High availability and fault tolerance through replication, distribution or the
extreme resilience of of power-law / scale-free topologies 3 such as the high-

1 http://setiathome.ssl.berkeley.edu/
2 http://www.groove.net/
3 Power law topologies are highly resistant to random errors (failures) for example,

although they can be more sensitive against directed errors (attacks). The high clus-
tering coefficient of power-law networks also favours the redundancy of connections
while improving communication: network diameter and average path length grow as
the log function of the size (number of nodes).
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capacity content caching achieved by services such as AKAMAI and Bit-
Torrent. 4

– Anonymity for users and providers - such as the information sharing services
provided by the Freenet system which obfuscates the provider of information
by sharing it between many hosts. 5

– Explosive deployment and growth through peer download and installation -
such as the extremely rapid user growth exhibited by new services such as
Skype (a new-entrant global P2P voice-over-IP telephony service). 6

Each of these advantages could provide a decisive business advantage in
certain types of applications - allowing an enterprise to exploit a market and/or
establish itself in a way that would be impossible with conventional client server
approaches.

Inevitably however, adopting a P2P paradigm may also subject the subse-
quent application to a number of less desirable properties. Specific, well docu-
mented issues include:

– Management challenges - the deployed application can no-longer be directly
managed as a global whole (raising issues on how to guarantee Quality of
Service, perform maintenance / updates or even monitor its size).

– Network fragmentation - the network may become accidentally or deliber-
ately subdivided parts which are not interconnected causing fragmentation of
a service. Although service may degrade gracefully (showing robustness) by
functioning in the remaining sub-parts, a service provider may loose control
or contact with some parts of the network.

– Identity issues - the identity of users or systems connecting to the system
may not be known (potentially raising issues of accountability for actions,
fraud, trust and - in non-free services - of billing).

– Security / Subversion - malicious users or systems may be able to connect
to system and subvert it by exploiting the lack of centralised authorities to
monitor or control actions by its users.

– User/Provider conflict - the objectives of individual users / nodes may con-
flict with the global objectives of the network (e.g. users of file-sharing sys-
tems such as Gnutella benefit when finding files they would like, however
there is no obvious motivation other than altruism / reputation for serving
files).

While the first two issues might be considered standard networking or dis-
tributed systems issues the later issues are increasingly social in nature - since
they depend on the nature, objectives and eventual actions of individuals using
the application. Such problems arise in many classes of systems which are dis-
tributed (in ownership and/or space) and open - both of which hold in many
P2P systems. These issues therefore raise important questions about the design
4 http://bittorrent.com/
5 http://freenet.sourceforge.net
6 http://www.skype.com/
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of P2P application that are generally not be present in their client-server ap-
proach. In some cases the issues may also make the choice of a P2P approach
inappropriate.

The remainder of this paper is dedicated to looking at how we might use
Agent technologies to help exploit some of the benefits of P2P systems whilst
mitigating or managing the downsides.

3 Peer-to-Peer Systems as Agent Systems

Before addressing which areas of Agent technology might be applicable to P2P
systems it seems worth spending some time examining the properties of P2P
systems in terms of typical Agent characterisations.

Informally, nodes in a P2P network can be characterised as fulfilling many
current definitions of Agenthood (see [14] for an overview) to a greater or lesser
degree. Arguably more important than the properties of each peer as an agent
however, are considerations of what type of Multi Agent System the application
corresponds to.

In the general case one would expect that:

– Peers are entirely autonomous: each individual peer could act in any way -
conceivably any code provided could have been entirely re-engineered by its
owner/user.

– However, peers are bound to a specific limited set of actions, protocols or
messages specified in the protocols defined for the application - that is they
are limited to an agreed set of social conventions which may be broad or
narrow.

– Rational behaviour cannot be guaranteed: an owner/user may have any num-
ber of external motivations for particular actions - some of which may not
correspond to rational actions in the system itself. On the other hand ratio-
nal action can be made more likely if:

• Significant participation costs are involved (or in particular if irrational
actions have direct costs).

• Commitments made during participation can be enforced.
– Cooperative behaviour cannot be assumed: the motivations for actions of

an individual user/peers are unlikely to be primarily for the social good -
but primarily for that user/peers’ own good. Obvious examples include the
phenomenon that systems such as Gnutella are dominated by so called free
riders [1] - the assumption of benevolence cannot be made.

– Out-of-band coalition formation and/or collusion is possible and likely: in
other words users/systems are likely to use additional communication chan-
nels invisible to application to coordinate their actions in groups when and
where this is of benefit.

– False name / identity participation is possible: in other words users may
create multiple identities (new P2P nodes) to participate in the system if
this could lead to financial/other benefits - such as influencing market prices
or manipulating trust/other social properties.
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These properties unfortunately correspond to problems recognised as some
of the most complex and difficult to deal with in the Multi-Agent research liter-
ature. An analysis of the Multi-Agent Systems literature would show that only
a relatively small percentage of known results are directly valid for these condi-
tions.

Hence for applications which fit the above profile, engineering coherent be-
haviour amongst users of the P2P application is likely to be very challenging. On
the more positive side in some cases it might be possible to make some additional
assumptions on average over the whole population:

– Average rationality: that on average nodes/users act rationality, although
an individual may not (this could be justified for example in large market
scenarios with many users).

– Verifiable identity: that false name / fake identity problems can either be
excluded or at least made very rare (this could be justified in applications
which directly tie application participation to some other verified identity
mechanism such as digital certificates and/or corporate employee registra-
tions).

In other applications it may be possible to reduce the impact of other char-
acteristics. However in each application case it is important to capture the as-
sumptions which do and do not hold since they may fundamentally affect the
correct functioning of the system.

4 Where Can Agent Technologies Help?

In order to illustrate how Agent technologies might help in P2P application
design this section presents application examples coupled with a description of
how particular techniques from the Agent literature might be used.

The descriptions are intended to be examples only; however we hope that
they will be useful as food for thought for other potential domains / technology
application. The examples are:

1. Mechanism Design applied to P2P trading systems.
2. Argumentation / Negotiation schemas applied to P2P-Social Choice prob-

lems.
3. Electronic Institutions, Norms, Rules, Policy Languages applied to context

management in P2P ubiquitous computing problems.

Other diverse examples could include reputation and trust applied to social
networking systems or Agent Communication Language semantics applied to
interoperability amongst peers.

4.1 Peer-to-Peer Trading Systems and Mechanisms Design

P2P applications show great potential for trading or bargaining systems in which
users are able to purchase / exchange goods, services, information or other items.
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Currently most well known Internet market applications such as EBAY for con-
sumers and a myriad of Business-to-Business trading systems are strongly cen-
tralised in nature; however there are strong reasons why P2P approaches might
be attractive: dis-intermediation of middle-players (potentially cutting out fees),
privacy (since no one entity knows about all transactions), robustness and speed
(reducing dependency on a single site) and others.

Unfortunately however, unlike in file-sharing systems where goods/services
are provided at near zero loss to the provider, trading systems require real eco-
nomic exchange. The subsequent potential for financial loss raises the obvious
question: how do we ensure that the rules in the application cannot be violated
or abused by one or more parties to defraud other parties? Standard responses
to this such as requiring users to register their identities or the appointment of
arbiters to regulate disputes quickly become unmanageable, can themselves be
defrauded (e.g. by identity theft) or begin to recreate centralised elements that
the application aimed to removed.

Although still in its infancy for strongly distributed systems the research
area of mechanism design [8] which brings together theories from economics and
multi-agent systems is extremely relevant here. Work by researchers such as
Toumas Sandholm and David Parkes traces the boundaries of:

– Which properties market systems conforming to a particular combination of
rules and protocols exhibit.

– Which strategies dominate under which conditions (and whether they are
desirable strategies such as telling the truth about valuations for goods or
not).

– The impact of potential market elements such as side payments (additional
financial exchange occurring between agents in a market which is not openly
carried out using the market itself).

4.2 Argumentation Based Negotiation Applied to Social Choice
Problems

A specific example of mechanism design which does not necessarily involve finan-
cial exchange is in the solution of social-choice problems. In these applications,
peers are required to provide opinions on a question such as the passing of a
law, the truth of a statement, the election of a particular agent to a social role
or something similar. This social choice generally needs to be made in such as a
way as to respect various definitions of fairness, speed (termination) and proof
against manipulation.

Mechanism design provides tools which analyse the properties of different
types of voting systems (see [4,5] for example). However, in cases where the full
mechanism cannot be analysed, the decisions cannot be made by simply weight of
opinion or the choices are not simple to enumerate (e.g. in deciding an arbitrary
set of facts that is true) other techniques may also help. The challenge in such
applications becomes: how can I structure interactions between peers in order to
reach a fair compromise?
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An emerging area which could be applied here is that of Argumentation
theory [15,10,17] which provide methods and formalisms to structure dialogues
and conversation rules amongst agents in order to ensure properties such as:

– Valid deduction of facts, commitments or other statements from assertions
made by agents.

– Termination of the interaction.
– Allowing all agents to have their say - but preventing a vocal few drowning

out discussion.

Papers range of different ways of formalising conversation rules [18] to appli-
cations in choice problems such as systems for guiding democratic debate.

4.3 Ubiquitous Computing: Institutions, Organizations, Policies,
Rules and Norms

A further often cited application of P2P networked is the growing trend of view-
ing everyday objects (household appliances, mobile devices, clothes, vehicles or
almost anything) as augmented communicating devices - each with its own iden-
tity and networked functionality. Generically known as Ubiquitous Computing,
this vision relies on objects being fitted with small computational devices, net-
work capability and behaviour patterns which provide their owners with addi-
tional benefits such as information, control, remote activation and so forth [11].

The potential explosion in such devices and the complexity of their interac-
tions means that client-server architectures are generally expected to be over-
whelmed and unable to provide reasonable management of such systems. In par-
ticular challenges arise such as: given so many devices - how can we ensure they
do not clash with one another? How can we manage behavioural changes between
(for example) home, office and street? How can ensure particular behaviour is
enabled/disabled in situations when it may be dangerous?

A concrete example might be visiting a neighbour’s house bringing a wireless
enabled device - and having it automatically interact with the house systems /
objects 7 - changing its status to avoid clashes and being treated with care by
the local network as a potential security threat (e.g. unbeknown to the owner it
may have been infected with a computer virus). The resulting interactions are
highly non-trivial and in particular dependent on the context of the interaction
(home, office, street), the current world state (time, weather, malicious 3rd party
network activity), the device owners’ relationship and many other factors.

Whilst some relationships, rules and heuristics could be hard coded (such as
a process for deciding whether a new device is permitted to access the network),
as the number of rules and interactions grows the management problem looks
set to explode. Several areas of Multi-Agent Systems research can provide useful
tools in this respect:

– Techniques for modelling Norms, Rules, Laws an Electronic Institutions
[9,16].

7 See [6] for an office example.
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– Coordination techniques based on declarative rules such as Shoham’s Social
Laws [20].

– Work on policy languages and models ([7] for example).

Each of these techniques describes collections of rules (from abstract to con-
crete), properties and other constraints on populations of agents: creating a
tangible social context which systems are governed by. Most importantly the
approaches are primarily declarative - allowing easy management of the rules
and the derivation of guaranteed properties for certain combinations of rules. In
a Ubiquitous Computing P2P system the approaches could be used to assign
contextual roles to peers, tracking their obligations and rights over time as they
change context (through motion or changes in the owner’s attitude for exam-
ple). Hence all devices are peers at one level (objects all have an identity and
the ability to act) but are dynamically structured into organisational structures
according to need.

This last scenario can also be seen as a superset of the previous two in
that market mechanism rules and/or argumentation schemas are often seen as
defining an institutional context (or applied in the context of a particular insti-
tution).

5 Conclusions

The abstract for the panel discussion held at the P2P-Agents workshop in New
York stated a number of challenges which the P2P systems (in particular for busi-
ness) faced including security, trust and reputation, representing business pro-
tocols, checking compliance, bootstrapping systems, and performance. On closer
analysis, P2P systems can arguably be recognised as having similar characteris-
tics as some of the hostile environments described in the Multi-Agent Systems
literature: peers are entirely autonomous, individual autonomy cannot be as-
sumed, out-of band collusion between peers is possible and so forth.

However even under these conditions work in areas such as Mechanism Design
and Norms/Institutions or structured Negotiation can potentially provide tools
for engineering predictable applications by analysing:

– The motivations of actors.
– The implicit and explicit social rules and properties of the systems.
– Which types of behaviour can monitored/guaranteed and which not.
– The relationship between in-band actions/interactions (those which form

part of the application) and those which might take place out-of-band (ex-
ternalities or group collusion for example).

Work on reputation in Agent based P2P systems already follows these lines
([3,13] and others) but we hope that the contents of the paper helps illustrate
that there may also be other elements of Multi-Agent system’s theory which can
address these more social P2P application issues.
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Abstract. Peer-to-Peer (P2P) data management systems combine tra-
ditional schema-based integration techniques with the P2P infrastruc-
ture. In this paper, we propose a P2P data management framework
named PEPSINT that semantically integrates heterogeneous XML and
RDF data sources, using a hybrid architecture and a global-as-view ap-
proach. Our focus is on the query processing techniques over heteroge-
neous data. Queries in PEPSINT are expressed in XQuery and in RDQL.
We consider two types of queries, depending on whether the query is first
posed on the super peer or on one of the peers.

1 Introduction

The Semantic Web has been proposed to add semantics to web content and
to enable interoperability among heterogeneous data sources. Both Extensible
Markup Language (XML) and Resource Description Framework (RDF) can be
used to represent information on the Web. However, there exists a wide gap
between the two languages, since RDF data has domain structure (the concepts
and the relationships between concepts) while XML data has document structure
(the hierarchy of elements) [11].

An example is shown in Figure 1, in which the RDF schema R explicitly spec-
ifies two concepts, Book and Publisher, as well as the publishedBy relationship.
Figure 1 also shows two XML schemas S1 and S2. Each of these XML schemas
contains two concepts: book and author (equivalently denoted by article and
writer in S2). Conceptually, these two XML schemas are quite similar. Struc-
turally speaking, however, they are very different: S1 (book-centric schema) has
the author element nested under the book element, whereas S2 (author-centric
schema) has the article element nested under the writer element.

Furthermore, the wide diversity of possible XML schemas for a single con-
ceptual model also results in wide diversity for the XML queries. For instance,
a user who wants to “List all the publications” from two data sources corre-
sponding to S1 and S2 may write the XML path expressions, respectively, as
/books/book/@booktitle and /writers/writer/article/@title. We notice
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Fig. 1. An example of heterogeneous XML and RDF data sources

that although the two XML path expressions refer to semantically equivalent
concepts, they follow two distinct XML paths. In contrast, schemas defined on
the conceptual level (known as conceptual schemas or ontologies) are flat in doc-
ument structure, and therefore the user can formulate a query without consider-
ing the structure of the source (we refer to such queries as conceptual queries).
RDF Schema (RDFS), DAML+OIL, and OWL are examples of languages used
to create conceptual schemas.

There are currently several attempts to use conceptual schemas [1,2,8,9] and
conceptual queries [6,7] to overcome the problem of structural heterogeneities
among XML sources. In this paper, we propose a framework called PEPSINT
(PEer-to-Peer Semantic INTegration framework) to semantically integrate het-
erogeneous XML and RDF data sources in a P2P environment. We discuss the
architecture of PEPSINT, and present a solution for semantic integration and
query processing in the P2P heterogeneous environment. In brief, we make the
following contributions in this paper:

– We propose a P2P schema-based data management framework, PEPSINT,
built on a hybrid P2P architecture, in which the global RDF ontology (con-
structed using the global-as-view approach [13]) in the super peer behaves
not only as a central control point over the peers but also as a mediator for
query translation from peer to peer.

– For the purpose of semantic integration, we propose an approach that pre-
serves the domain structure of RDF and the document structure of XML.
Specifically, the semantic integration of XML and RDF data sources is im-
plemented at the schema level (through the schema matching process) and
at the instance level (through the query answering process).

– We also provide a set of query rewriting algorithms that can propagate a
user’s query across the heterogeneous XML or RDF data sources in PEPS-
INT. In our framework, mappings connect the peer to the super peer, thus
making query processing within the network transparent to a user in any
peer.

The paper is organized as follows. Section 2 gives a review of related work. In
Section 3 we describe the architecture of PEPS-INT and its main components.
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Section 4 discusses schema-based integration of RDF sources and (structurally
dissimilar) XML sources. Query processing in PEPSINT is covered in Section 5.
Finally, we draw conclusions and discuss future work in Section 6.

2 Related Work

The research community has, to date, produced several P2P data management
systems that aim to enable interoperability among distributed heterogeneous
data sources.

The Edutella project [15] provides an RDF-based metadata infrastructure
for P2P networks based on the JXTA framework [10]. In Edutella, connections
between peers are encoded into a network topology known as the Edutella super-
peer topology, which is similar to the hybrid architecture used in PEPSINT. A
Datalog-based query exchange language called RDF-QEL is proposed to serve as
a common query interchange format. Thus a wrapper translates local query lan-
guages such as SQL and XPath into RDF-QEL. Edutella does not support XML
sources directly, though the RDF data sources may be serialized in XML format.

PeerDB [16] is an agent-based P2P data management system where each
peer holds a relational database. The metadata for relations that are sharable
with other peers is specified in a local export dictionary. Unlike PEPSINT, there
are no established mappings between peers. Thus, query reformulation between
peers in PeerDB is assisted by agents through a relation-matching strategy; this
is a process of matching the metadata between relations in different peers. XML
and RDF data are not considered in the current implementation of PeerDB.

SEWASIE [4] is another agent-based P2P system that aims to integrate In-
formation Nodes (SINodes), where each node acts as an autonomous mediator-
based system. It contains two types of agents: query agents that are responsible
for query processing and answering; and brokering agents (peers) that handle
the mappings between nodes. SEWASIE does not currently support RDF data
sources.

Hyperion [3] proposes an architecture for a P2P data management system
for relational databases (one stored at each peer). Similarly to PEPSINT, map-
ping tables and mapping expressions (mapping tables that allow variables) are
used to store connections between local schemas in peers. Unlike PEPSINT, only
relational data sources and relational queries are supported by Hyperion.

The Piazza system [11] is a P2P data management system that, like
PEPSINT, supports interoperation of both XML and RDF data sources. Fur-
thermore, both systems preserve document structure of XML sources during
interoperation of these sources. The differences from PEPSINT are: (1) Piazza
is based on the pure P2P architecture in which peers are connected directly,
whereas PEPSINT is built on top of a hybrid architecture with a super peer con-
taining the global ontology. This is a tradeoff between efficiency and autonomy
[4]. (2) Piazza uses a (declarative) XQuery-based mapping language for mediat-
ing between nodes, whereas PEPSINT utilizes mapping tables to store schema
correspondences, which we believe results in easier construction and maintenance
of mappings. (3) The Piazza system achieves its interoperability in a low-level
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Fig. 2. The PEPSINT architecture

(syntactic) way, i.e., through the interoperability of XML and the XML serial-
ization of RDF. For this reason, the user has to write an RDF query in terms of
an XQuery. The query rewriting in Piazza is based on pattern matching between
an XQuery expression and the mappings. In contrast, PEPSINT supports RDF
queries at the conceptual level (RDQL), as well as XQuery. Query translation is
realized by a collection of query rewriting algorithms.

3 The PEPSINT Architecture

There are two types of P2P architectures [14]: the pure P2P architecture, in
which no central point of control exists and peers are autonomous but can com-
municate directly with each other; and the hybrid P2P architecture that contains
at least one central point of control. The global control point(s) maintain either
network control or the references to the remaining peers. Based on the hybrid
P2P architecture, PEPSINT contains two types of peers: the super peer, con-
taining the global RDF ontology, and the peers, containing local schemas and
local data sources. Each peer represents an autonomous information system and
connects with the super peer by establishing P2P mappings. As shown in Figure
2, the PEPSINT architecture has four main components.

XML to RDF Wrapper. Since XML is characterized by having a hierarchical
document structure while RDF has a flat document structure, it is hard for the
user to directly map a local XML schema to the global RDF ontology. To solve
this problem, an XML to RDF wrapper is used to transform the XML schema
into a local RDF schema, which is then mapped to the global ontology. This is a
process that conceptualizes the XML elements into RDF concepts while keeping
their nesting information (by using a specialized RDF property).

Local XML and RDF Schemas. The local XML and RDF schemas residing in
peers contain both data and metadata. For the purpose of semantic integration,
we represent a local RDF schema as a labeled digraph (from now on referred to
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as RDF schema graph). The domain structure is explicitly represented by labeled
vertices (concepts) and labeled arcs (relationships between concepts). Likewise,
a local XML schema is represented as a labeled tree (from now on referred to as
XML schema tree) that specifies nesting relationships between labeled vertices
(elements).

Global RDF Ontology.The global RDF ontology in the super peer is a vir-
tual mediated schema integrated from distributed local RDF schemas (using the
global-as-view approach [13]). In PEPSINT, the global ontology has two roles:
(1) It provides the user with a uniform and complete view of data sources in the
distributed peers; and (2) it serves as a mediator for query translation from one
peer to other peers. The global RDF ontology is a fairly simple ontology—it does
not contain high-level axioms, such as those available to DAML+OIL or OWL.

Mapping Table. A mapping table stores mappings between local schemas and
the global ontology. Each mapping represents correspondences between concepts
of different local schemas and is stored (as an entry) in the mapping table. It is
easy to maintain the mappings by adding, deleting, or updating the entries. This
feature of the mapping table makes it well fit the dynamic nature of P2P envi-
ronments, in which data sources may be added or removed frequently. We use
XML path expressions to represent the elements contained in an XML schema,
and RDF path expressions to represent the concepts and relationships in an RDF
schema.

The operation of PEPSINT can be divided into two phases: mapping (or
design) phase and query (or runtime) phase, as respectively indicated by the
hollow arrowed lines and the solid and dashed arrowed lines in Figure 2. To
realize semantic integration of XML and RDF data sources, domain structure
and document structure must be preserved in both phases.

1. Mapping Phase. Whenever a new peer joins the PEPSINT network, the
peer gets registered and indexed in the super peer by establishing mappings from
its local schema to the global ontology. The mappings are established through a
process of schema matching 1 and stored in the mapping table of the peer. During
the process of schema matching, the global ontology is extended by integration of
the local schemas. As previously mentioned, the domain structure and document
structure of local schemas are encoded in the mappings.

2. Query Phase. PEPSINT provides two query processing modes. (1) In the
data-integration mode, the user poses a query (source query) on the global on-
tology in the super peer, which is then reformulated into multiple subqueries
(target queries) over the XML and RDF sources in the peers (one subquery for
each source). By executing the target queries and integrating their results, the
system returns an answer to the user at the site of the super peer. (2) In the

1 Schema matching is a basic problem in many database application domains, and
currently it must be performed manually. A taxonomy covering most of the existing
approaches to schema matching has been devised [17].
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hybrid P2P mode, the user can pose a source query on the local XML or RDF
source in some peer. Locally, the query will be executed on the local source to get
a local answer. Meanwhile, the source query is reformulated into a target query
over every other peer through transitive mappings (compositions of mappings
from the original peer to the super peer and mappings from the super peer to the
other target peers). By executing the target query, each peer returns an answer
to the original peer, called the remote answer. The local and remote answers are
integrated and returned to the user at the site of the originating peer.

Query translation is achieved by using the mappings in conjunction with
a collection of query rewriting algorithms. We discuss the mapping and query
phases in greater detail in Section 4 and Section 5, respectively. Running exam-
ples based on the schemas in Figure 1 will be used for illustration.

4 Mapping Process

In PEPSINT, the data sources residing at the peers may be either XML data
modeled by an XML schema language (e.g., XML Schema) or else RDF data
whose classes and properties are described using RDF Schema (RDFS). As pre-
viously mentioned, mappings between local schemas and the global ontology are
established by the schema matching process during the registration of a peer to
the super peer. The key operation in this process is the preservation of the do-
main structure of RDF sources and the document structure of the XML sources.

4.1 Mapping a Local RDF Schema to the Global RDF Ontology

Schema matching takes the global RDF ontology G (in the super peer) and a
local RDF schema R (in the peer) as the inputs and returns a set of mappings
M between the elements of G and the elements of R as the output. Meanwhile,
the global ontology is updated by merging or adding metadata from the local
RDF schema.

Elements in an RDF schema include concepts and roles (also known as classes
and properties in RDFS terminology). When matching the local RDF schema
with the global RDF ontology, for each element pL in the local RDF schema,
if there already exists in the global ontology a semantically equivalent element
pG, the two elements will be merged and a correspondence such as (pL, pG) will
be generated. Otherwise, the element pL will be copied into the global ontology

Book Author
rdfx:contains

Books
rdfx:contains

Literal

booktitle

Literal

name

WriterArticle
rdfx:contains

Writers
rdfx:contains

Literal

title

Literal

fullname

local RDF schema R1 local RDF schema R2

Fig. 3. RDF schemas transformed from the local XML schemas in Figure 1
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Book AuthorBooks Authors
rdfx:contains

Literal

title

name

Literal

rdfx:contains

rdfx:contains

rdfx:contains

Publisher

ISBN

pulishedBy

Literal

Literal
name

Global RDF ontology G (defined in namespace: http://examples.org/global#)

RDF path RDF path XML path expressions XML path expressions
expressions in G expressions in R in S1 in S2

Books – /books –
Book Book /books/book /writers/writer/article
Book.title Book.booktitle /books/book/@booktitle /writers/writer/article/@title
Book.ISBN Book.ISBN – –
Book.publishedBy Book.publishedBy – –
Publisher Publisher – –
Publisher.name Publisher.name – –
Authors – – /writers
Author – /books/book/author /writers/writer
Author.name – /books/book/author/@name /writers/writer/@fullname

Fig. 4. The global RDF ontology and its mapping table

as pG, and a correspondence (pL, pG) will be generated as well. In [9], we have
defined a group of operations on the ontology to implement schema matching be-
tween two RDF schemas, e.g., merging of classes, merging of properties, merging
of relationships between classes, and copying a class and/or its properties.

4.2 Mapping a Local XML Schema to the Global RDF Ontology

By transforming the participating local XML schema into a local RDF schema,
we can convert the problem of matching an XML schema with the global ontology
into the problem of matching an RDF schema with the global ontology, which
is discussed in Section 4.1.

The schema transformation is carried out by the XML to RDF wrapper.
The XML to RDF wrapper converts XML attributes and simple elements to
RDF properties; it converts XML complex elements to RDF classes. The wrap-
per also encodes the element-attribute relationship and the element-subelement
relationship in XML schema respectively as the class-to-literal relationship and
the class-to-class relationship in the resulting RDF schema.

We choose to define a new, specialized RDF property rdfx:contains (the prefix
rdfx stands for the new name space “http://pepsint.org/rdfx#”) to explicitly
denote nesting relationships. In particular, given that two XML elements ei

(parent element) and ej (child element) are respectively converted into two RDF
classes, ci and cj , the property rdfx:contains of ci is then generated to connect
ci to cj . Figure 3 shows the resulting local RDF schemas R1 and R2 that are
respectively converted from the two XML schemas S1 and S2 shown in Figure 1.
Finally, the global ontology G integrated from S1, S2 and R (in Figure 1) and its
mapping table are shown in Figure 4. The grayed concepts or roles are the ones
merged from local sources. We notice that both the rdfx:contains property in G
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and the mappings in the mapping table encode the document structure of XML
sources, so that either of them can be exploited for tracking XML document
structure in future query translations.

5 Query Processing

5.1 Assumptions

For the simplicity of discussion, we make the following assumptions.
1. We assume the mappings from a local schema to the global ontology are

total, one-to-one mappings. On the other hand, the mappings from the global
ontology to the whole set of local schemas are total but not one-to-one mappings,
since a concept in the global ontology might be merged from multiple concepts
of different local schemas (as a result of schema matching). The mappings from
the global ontology to a single local schema are one-to-one but they may be
partial mappings, which means a query run at a local source may result in an
incomplete answer.

2. We also assume that XML queries conform to a subset of XQuery [5], which
we call PXQuery (Partial XQuery) in this paper. PXQuery consists of a non-
nested FLWR expression that includes four clauses: for, let, where, and return;
the where clause may only contain comparison operators. Other limitations of
PXQuery include: (1) Only a single XML document is involved in the query; (2)
No new XML fragments are introduced in the query; (3) The path expressions
contained in the clauses only use child axes; (4) No type declarations, functions,
order clauses, and predicate filters are used.

3. To represent RDF queries, we use RDQL, which uses an SQL-like syntax
[12]. RDQL consists of the following clauses: SELECT, FROM, WHERE, AND, and
USING. We assume only comparison operators are used in the AND clause of the
RDQL query. The FROM and USING clauses are not the focus of our attention
since they are not involved in query translation.

For the sake of convenience, we associate a PXQuery query Q with
(VQR , VQW , CQ), where VQR and VQW are the two sets that respectively con-
tain all XML path expressions in the return clause and in the where clause,
and CQ contains the constraints whose items are in the form of vRc, where
v ∈ VQW , c stands for a constant, and R is a comparison operator (e.g., =, <,
>, ≤, ≥, and �=). Likewise, we also associate an RDQL query Q with a triple
(PQS , PQW , CQ), where PQS and PQW respectively contain all RDF path ex-
pressions in the SELECT clause and in the WHERE clause, and CQ contains the
constraints whose items are in the form of pRc, where p ∈ PQW , c stands for a
constant, and R is a comparison operator.

5.2 Query Answering in Data Integration Mode

Query answering in data integration mode includes the following steps. We use
a running example for illustration.

1. Analyzing the source RDQL query to convert it from a string to a
triple Qin : (PQS

in
, PQW

in
, CQin). In order to get the RDF path expressions in PQS

in
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and PQW
in

, we have to match the triple patterns (specified in the WHERE clause)
with the RDF graph corresponding to the local RDF schema. CQin contains
all the constraints specified in both the triple patterns of the WHERE clause and
the AND clause. Because of space limitations, we ignore the detailed process of
pattern matching in this paper.

Example 1. To “find the publications written by a1”, the user poses a query
over the global ontology as shown below on the left hand side (the prefix go
stands for the name space “http://examples.org/global#”, where the global
ontology is defined). The resulting Qin elements are listed on the right hand
side.

SELECT ?title PQS
in

={Book.title}
WHERE (?book, <go:title>, ?title), PQW

in
={Book, Book.title, Author,

(?book, <rdfx:contains>, ?author), Author.name}
(?author, <go:name>, ?name) CQin={(Author.name, eq, "a1")}

AND (?name eq "a1")

2. Rewriting the source query into target subqueries over the RDF
or XML sources, by applying the query rewriting algorithm: RDQL2RDQL or
RDQL2PXQuery (once for each source), which utilizes mapping information stored
in the mapping table of Figure 4. The output Qout of a query rewriting in
algorithm is a triple of the form (PQS

out
, PQW

out
, CQout) for the RDF source or

(VQR
out

, VQW
out

, CQout) for the XML source. From Qout, we can compose the tar-
get query that is executable over the local source. Below is the result of this step
for Example 1.

For the local RDF source R:
PQS

out
={Book.booktitle}, PQW

out
={Book, Book.booktitle}, CQout={}.

The target RDF query is: SELECT ?booktitle
WHERE (?book, <lo:booktitle>, ?booktitle)

For the local XML source S1:
VQR

out
={/books/book/@booktitle}, VQW

out
={/books/book, /books/book/@booktitle,

/books/book/author, /books/book/author/@name},
CQout={/books/book/author/@name, =, "a1"}.
The target XML query is: for $book in doc("books.xml")/books/book

where $book/author/@name = "a1"
return $book/@booktitle

For the local XML source S2:
VQR

out
={/writers/writer/article/@title}, VQW

out
={/writers/writer/article,

/writers/writer/article/@title, /writers/writer, /writers/writer/@fullname},
CQout={/writers/writer/@fullname, =, "a1"}.
The target XML query is: for $writer in doc("writers.xml")/writers/writer

where $writer/@fullname = "a1"
return $writer/article/@title

3. Building an answer to the source query (on the global ontology G)
by assembling the fragment results returned from local sources. We need to
not only union the fragments (returned from different sources) while removing
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identical records, but also join the records based on some common key attribute.
In addition, null values will be filled into the records that just partially cover
queried attributes. The result of an RDQL query is a table containing URIs or
string constants corresponding to the path expressions in the SELECT clause. For
example, the answer to the query of Example 1 is a table containing a single
tuple ("b1"), which is the union of results from S1 and S2. The record ("b3")
returned from R is filtered out since the target query over R loses the query
constraints in query rewriting, caused by the partial mappings from G to R (i.e.,
R has no correspondence for the class Author in G).

5.3 Query Answering in Hybrid P2P Mode

We only focus on the case of translating a source query in PXQuery from a peer
to all the other peers, since the translation of a source RDQL query is similar
to what is done in data integration mode (except for the transitive mappings).
Query answering in hybrid P2P mode includes the following steps.

1. Analyzing the source PXQuery query to convert it from a string to
a triple Qin : (VQR

in
, VQW

in
, CQin).

Example 2. To “list all the publications”, the user poses a query (over the local
source S1) as shown below on the left hand side. The resulting Qin components
are listed on the right hand side.

for $book in doc("books.xml")/books/book VQR
in

={/books/book}
return $book VQW

in
={}, CQin={}

2. Rewriting the source query into a target query over all the other
connected RDF or XML sources, by utilizing the query rewriting algorithm:
PXQuery2RDQL or PXQuery2PXQuery (once for each source) and the transitive
mappings between the original data source and the target data source. The
output of the query rewriting algorithm is a triple Qout : (VQR

out
, VQW

out
, CQout)

for the target XML data source or (PQS
out

, PQW
out

, CQout) for the target RDF data
source.

An XML query must take into account the document structure of the XML
source. The answer to an XML query is returned as a set of subtrees, each of
which is rooted from one of the queried nodes (i.e., vertices in VQR). For instance,
the answer to the XML query in Example 2 is the subtree rooted from book in
S1 (see Figure 1). Therefore, the query rewriting algorithm also outputs a tree
T with its children being the resulting subtrees of the answer. The result of this
step by following Example 2 is shown below.

For the local RDF source R:
PQS

out
={Book}, PQW

out
={}, CQout={}.

The target RDF query is:
SELECT ?book, ?title
WHERE (?book, <lo:booktitle>, ?title)

Book Publisher

Literal

ISBN

Literal

pulishedBy

booktitle

Literal

name

T
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For the local XML source S2:
VQR

out
={/writers/writer/article},VQW

out
={}, CQout={}.

The target XML query is:
for $writer in doc("writers.xml")/writers/writer

for $article in $writer/article
return

<book booktitle="{$article/@title}">
<author name="{$writer/@fullname}"/>

</book>

writers

@title
@fullname

writer *
T

article *

3. Building an answer to the source query (against the original data
source) by computing the union of the local answer (returned from the orig-
inal queried peer) and the remote answers (returned from remote peers). To
construct the remote answers, different methods are used for queries that target
XML sources versus queries that target RDF sources. In the former case, be-
cause RDQL cannot represent document structure, the remote answer is built
by organizing (based on the structure specified by T ) the instances returned
from executing the target RDQL query. Whereas in the latter case, the remote
answer is formed by simply executing the target PXQuery query that already
represents the same structure as specified by T . For Example 2, the final answer
to the source query is shown below, where the three resulting lines come from
the local sources S1, S2, and R, respectively.

<book booktitle="b1"> <author name="a1"> </book>
<book booktitle="b2"> <author name="a2"> <author name="a3"> </book>
<book booktitle="b4"> </book>

6 Conclusions and Future Work

In this paper, we propose a P2P schema-based data management framework
called PEPSINT. This framework aims to semantically integrate distributed het-
erogeneous XML and RDF data sources. We discuss the construction of the ar-
chitecture, maintenance of mappings, and query processing in PEPSINT. In par-
ticular, semantic integration is implemented at schema-level through the schema
matching process and at instance-level through the query answering process. A
key aspect in these two processes is the preservation of domain and document
structure, which is realized by extending the RDF metadata space and provid-
ing a set of query rewriting algorithms. Because of this preservation, the user
query can be correctly propagated across the heterogeneous XML and RDF data
sources in PEPSINT, so that information access within the network is transpar-
ent to the user.

As for future work, we will: (1) Develop a proof of correctness for the query
process. (2) Design and implement a semantic web application (e.g., for bibli-
ographic data exchange) in PEPSINT to validate and evaluate the system. (3)
Do a performance comparison of PEPSINT with other P2P data management
systems.
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Abstract. Data integration, in the context of the web, faces new prob-
lems, due in particular to the heterogeneity of sources, to the fragmen-
tation of the information and to the absence of a unique way to struc-
ture, and view information. In such areas, the traditional paradigms on
which database foundations are based (i.e. client/server architecture, few
sources containing large information) have to be overcome by new archi-
tectures. In this paper we propose a layered P2P architecture for medi-
ator systems. Peers are information nodes which are coordinated by a
multi-agent system in order to allow distributed query processing.

1 Introduction

The advancing of the Internet has opened the access to an overwhelming amount
of data. While users can benefit of a vast information, data have an heteroge-
neous format and are sparsed over different places, making the search for data
a costly operation. Integration of heterogeneous information in the context of
the Internet becomes a key activity to enable a more organized and semantically
meaningful access to data sources. If we look at the Internet as a P2P data-
sharing system where peers are data sources, the challenge is twofold. First,
peers presents information according to their particular view of the matter, i.e.
each of them assumes a specific ontology. Second, data sources are usually iso-
lated, i.e. they do not share any topological information concerning the content
or the structure of other sources. The classical approach to solve these issues is
provided by mediator systems which aim at creating a unified virtual view of the
underlying data so as to hide the heterogeneity and distribution of data and give
users a coherent access to the integrated information. Traditional solutions focus
on the creation of one mediator system to integrate diverse data sources [1,2,3,4].
Our view is that next generation information systems will include a network of
mediator systems, where mediators are not isolated any longer and are organized
so that to share and map their ontologies. We propose here to use a P2P system
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where peers are mediator systems and are supported by a multi-agent system
so as to propose users a mapped knowledge of the underlying ontologies. The
multi-agent system organizes the peer network so as peer ontologies are shared
and mapped. While single peers independently carry out their own integration
activities, they exchange knowledge with agents which provide a coherent access
to the underlying peer network. This defines two layers in the system: at local
level, peers maintain an integrated view of local sources, at network level agents
maintain mappings among the different peers. The result is the definition of a
new type of mediator system intended to operate in web economies, called the
SEWASIE system.

In section 2 we present the SEWASIE architecture and we explain how inte-
gration of information and query management work in section 3. The discussion
of related work is presented in section 4 and final remarks in section 5.

2 SEWASIE Architecture

In this section both the functional and deployment architecture of the SEWASIE
system are described.

2.1 The Functional Architecture

The SEWASIE architecture [5,6] is composed by a network of mediator systems
and a set of agents to support users querying the underlying peers as a unique
transparent data source (see Figure 1).

The mediator systems are the peers of the SEWASIE system and we call them
SEWASIE Information Nodes (SINodes). SINodes are mediator-based systems
[7], each including a Virtual Data Store, an Ontology Builder, and a Query Man-
ager. A Virtual Data Store represents a virtual view of the overall information
managed within an SINode and consists of the managed information sources,
wrappers, and a metadata repository. The managed information sources are
heterogeneous collections of structured, semi-structured, or unstructured data,
e.g. relational databases, XML/HTML or text documents and are accessible by
means of wrappers which are intended to translates to and from local access
languages. There is one wrapper linked to each information source. According to
the metadata provided by the wrappers, the Ontology Builder performs seman-
tic enrichment processes in order to create and maintain the current ontology
which is made up of the Global Virtual View (in short GVV), of the managed
sources and the mapping description between the GVV itself and the integrated
sources. Ontologies are built on a logical layer based on existing W3C stan-
dard. The Metadata Repository holds the ontology (GVV) and the knowledge
required to establish semantic inter-relationships between the SINode itself and
the neighbouring ones.

In order to support the network of peers in offering an integrated view over
their ontologies, a set of agents has been defined. These agents cover function-
alities required to keep knowledge of the topology of the system as well as the
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Fig. 1. The SEWASIE system architecture

semantical mappings that can be established among peers. The topology of the
system is used to know which SINodes participate to the SEWASIE network,
whether they are available in a certain moment to solve queries posed to the sys-
tem or request to update the ontology. The semantical mappings are exploited in
the query processing phase, where a query may involve more SINodes. More pre-
cisely, SEWASIE agents have four basic types: Brokering Agents, Query Agents,
Monitoring Agents and Communication Agents.

Brokering Agents are the peers responsible for maintaining a view of the
knowledge handled by the network. This view is maintained in ontology map-
pings, that are composed by the information on the specific content of the SIN-
odes which are registered by the brokering agent, and also by the information
on the content of other brokering agents. Thus, brokering agents must provide
means to publish the locally held information within the network.

Query Agents are the carriers of the user query from the user interface to the
SINodes, and have the task of solving a query by interacting with the brokering
agent network. Currently, query agents are able to interact with one brokering
agent. Future versions of the system will include query agents dealing with more
brokering agents. Once a brokering agent is contacted, it informs the query agent
which SINodes under its control contain relevant information for the query. Then,
the query agent asks the involved SINodes for collecting partial results. Also, it
decides whether to continue the search with the other brokering agents. Once
this process is over, all partial results are fused into a final answer to be delivered
to the user.
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A Query Tool Agent is part of the SEWASIE user interface. It includes a
query tool that guides the user in composing queries. A query tool agent is
responsible for contacting brokering agents in order to get ontologies and is also
responsible to manage the set of query agents required to solve users’ queries.

Monitoring Agents and Communication Agents provide user-oriented ser-
vices. Monitoring agents are responsible for monitoring information sources ac-
cording to user interests which are defined in monitoring profiles. Each mon-
itoring agent is assigned a specific topic of interest chosen by one user. Each
monitoring agent contains an internal ontology, i.e. a domain model, which is
linked to brokering agents ontologies. Agents of this type regularly set up query
agents to query the SEWASIE network, filter the results, and fill monitoring
repositories with observed documents.

A communication agent supports negotiation between one user and other
parties present in the SEWASIE network (usually parties that have exposed an
SINode). Any query including contact information sets the context to launch the
communication. Several types of communication agents can be created for one
communication each helping find and contact potential business partner, asking
for initial offers, and ranking them. The human negotiator can then decide and
choose the best offer to begin negotiating, with support from the communica-
tion tool. This latter maintains four types of agents, that can act in the different
phases of the negotiation [8]. The Initiation Agent tries to establish contacts with
potential partners according to the a user’s preferences. The Filtering and Rank-
ing Agent maintains the overview of the negotiation process (containing several
parallel negotiations) and provides support for decision making by calculating
the scores of received offers and ranking them. The main task of the Resource
Management Agent is to notify the user when resources lack. The Negotiation
Agent can act when the negotiation achieves a well structured and defined state.
In this case the Negotiation Agent tries to provide some offers depending on user
defined preferences and negotiation strategy.

2.2 System Deployment

So far we have presented the functional architecture of the system. We now want
to shortly describe its deploying architecture. The SEWASIE system is intended
to operate in networked environments where heterogeneity and distribution of
information is a reality. Peers, i.e. SINodes, expose their GVVs on the network
and software agents act as a glue among the different peers. Peers are recognised
as being part of the SEWASIE system as long as they register their GVVs by
a brokering agent. From a deployment view point, what is distributed is the
multi-agent system. As the scope of the SEWASIE project is to focus on the
application of software agents and not in providing a general toolkit for building
multi-agent systems, the choice was to use existing tools. The key features we
were looking for were:

– a high-level language, in order to focus on application programming;
– portability, in order to allow for multiple platforms to become part of the

SEWASIE system in a transparent way;
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– FIPA compliance, in order to be aligned with the current standards for agent
technology;

– support and maintenance, in order to meet deployment needs.

Currently, the number of alternative agent toolkits is quite good [9–17]. Our
choice felt on the Java Agent DEvelopment (JADE) developed by TILab [16].
JADE is currently one of the most evolving toolkits and is an open source.
JADE is written in Java [18] and exploits Java RMI [19] for managing software
distribution in the environment.

A JADE multi-agent system (or platform) is a logical space that can be dis-
tributed over diverse physical hosts. Each host participating to the platform has
its own Java Virtual Machine (JVM) running. Each JVM is an agent container,
i.e. a runtime environment that allows agents to concurrently execute. In order
to boot the platform, a main container has to be created. The main container
hosts the services necessary to support agents’ life cycle, migration and com-
munication. Containers eventually residing on remote hosts can be added to the
platform at runtime. No matter where containers are located, the agent platform
is seen as a uniform logical space, where all containers can be reached simply
knowing their name. Recently, JADE introduced the support for security as an
extension of the Java security model and in particular of the JAAS interface [20].
Besides the JADE security extension, we have exploited tunneling techniques in
order to address security issues related to network configurations. This has been
necessary to deploy the system in firewalled environments.

Tunnelling is a popular technique which permits to expose services on the
standard port of a web server. Client applications can then reach the service
by executing an HTTP request. The web server will redirect the request to the
particular service addressed. Responses are sent following the backward path.

Our deployment architecture foresees therefore that each host activates a
web server. The web server acts as a gate to the network environment. Messages
and objects to and from an agent container belonging to the platform are HTTP
requests going through the web server. This is made possible because Jade man-
ages remote objects and remote calls using Java RMI. When an RMI server is
activated, a registry to keep track of all (possibly remote) objects registered is
initiated which listen to incoming requests on a given port number. An RMI
client can call this service in order to remotely connect and use objects. The
web server can make accessible the RMI server in two ways either through a
CGI script or by means of a servlet activated in an application server. While
the CGI script requires less infrastructural component, the servlet offers higher
performance. This represents a tradeoff.

3 Integrating Knowledge and Querying

In this section we describe how the SEWASIE system comes into being and
which are the mechanisms required to maintain the system work, restricting our
attention on how information is integrated and how query processing happens.
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Fig. 2. SEWASIE integration and querying

3.1 Integrating Knowledge: SINodes and Brokering Agents

As we have seen in the previous section, data are actually stored in local data
sources managed by an SINode. Therefore, the first step towards integrating
data has to be undertaken at the level of SINodes (see lower part of Figure 2).
In order to create and maintain a global view of its information sources, SINodes
require an Ontology Builder. The Ontology Builder is the collective name of a
set of functionalities which support the creation and maintenance of the GVV
of an SINode. It helps synthesize ontologies and merging them into a GVV.
The building process begins with the creation of a Common Thesaurus of the
information provided by wrappers. The thesaurus is obtained by annotating the
schema of the sources and by inferring the terminological intensional and ex-
tensional relationships based on such annotations and describing intra-schema
knowledge about classes and attributes of each source schema. Based on such
information and on designer supplied relationships capturing specific domain
knowledge, the Ontology Builder module performs semi-automatic inter-schema
analysis by exploiting lexicon derived relationships (which are based on processes
like synonym identification or generalisation-specialisation relations) and by in-
ferring new relationships. All these relationships are considered in the subsequent
phase of ontology building, which performs hierarchical clustering and supports
the emergence of a number of global classes representative of all the classes com-
ing from the sources (the GVVs) and of a set of mappings between the GVV and
the local sources. A full description of the integration steps can be found in [4].

3.2 Glueing Peers

SINodes constitute the network of peers. By themselves peers are not aware of the
presence of other peers and have no capability to integrate external knowledge.
What activates the network are brokering agents. In order to be part of the
SEWASIE system, i.e. share the ontology with others, an SINode must register
with at least one brokering agent. This happens as follows. An SINode wishing
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to become part of a SEWASIE system links to the SEWASIE agent platform.
This is done by subscribing a newly created agent container and activating a new
SINode agent, responsible for interfacing the SINode with the SEWASIE agent
platform. These actions are usally undertaken by the SINode administrator.
The knowledge about the host (and port) on which the SEWASIE platform is
running is required. Alternative ways to interface an SINode with the SEWASIE
agent platform exist. For instance, we may use Web Services which interact with
the JADE platform as an external wrapped application1. The solution with an
SINode agent is the most flexible one as it makes available all the agent features
for interacting with an agent platform and other agents. In the following we will
refer to an SINode as an agent. The same mechanisms can be viewed as if a Web
Service was instead running.

Upon the arrival of some particular event (most likely the GVV has been
created and can now be exported to the network), the SINode starts the ad-
vertising phase, where it asks to the currently executing brokering agents to
integrate its GVV. Figure 3 depicts the AUML sequence diagram of the interac-
tion using templates [21]. The full list of available brokering agents is retrieved by
querying the Directory Facilitator service (DF). The DF is the standard JADE
yellow-pages service: agents can advertise to the DF their capabilites and keep
updated the information about their status. The list of brokering agents may be
further filtered according to selective parameters, such as the number of GVVs
already integrated by a brokering agent or to its workload. The SINode agent
will then contact the selected brokering agents requesting the integration of its
GVV. Brokering agents can decide whether to satify the request or not. This
phase ends successfully if at least one brokering agent accepts to integrate the
view. If unsuccessful, the SINode agent may have a later try. The accepting bro-
kering agents can now integrate the sent GVV. The module responsible for this
operation is called Map Keeper (see Figure 2). Integrating means building the
mappings among the diverse GVVs which have been collected by the brokering
agent. This activity is similar to the one carried out by SINodes when integrating
knowledge from different data sources. What is different now is that mappings
can be established more easily as each source schema is already represented in a
standard format and its semantics is expressed. The process configures thus as
automatic with few or no intervention from an ontology designer. A map keeper
keeps its own GVV built on top of the collected GVVs coming from SINodes.

In dynamic settings not only data stored in the sources can change but
schemas can evolve over time. Mechanisms on how changes in data source
schemas can be reflected in an existing GVV are under investigation [22,23].

3.3 Querying

The overall integration process results in brokering agents each producing a
GVV of the schema of the managed SINodes. An SINode can be managed by
more brokering agents. Users have access to the GVV of the brokering agents
1 JADE provides a specific package which handles the details of in-process JADE

management.
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Fig. 3. The AUML diagram of the interaction betweeen an SINode and brokering
agents

Fig. 4. The AUML diagram of the interaction occuring during the query solving phase

by means of the query tool agent interface. While navigating these views they
may also pose query. We now describe how query management is carried out in
the SEWASIE system with reference to a simplified architecture with a single
brokering agent. Figure 4 depicts the AUML sequence diagram of the interaction
we will describe. More details are reported in [24]. The Query Tool Agent is the
one that receives the query from a user. It starts a query management phase by
sending the query to a query agent.

In order to execute the query, a query agent must know which SINodes have
to be contacted. This information is asked the brokering agent (see Figure 2).
Given the query, a brokering agent is capable of decomposing it using its GVV
so as to produce queries that are executable by SINodes. In general, a query
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posed by a user maps into a set of queries to be sent to SINodes and thus a
brokering agent further computes the query required to fuse the partial results.

Decomposing the original query into executable ones according to the mapping
of the GVV must satisfy requirements related to the correctness and complete-
ness of the answer. In the context of the integrated schemas, correctness trans-
lates into assuring that the constraints enforced on the brokering agent GVV are
respected when decomposing the query, while completeness translates into assur-
ing that both the required join operations to fuse the final answer are performed
and the necessary filtering conditions are appropriately applied for each executed
query. A brokering agent performs thus two steps: (a) query expansion, which ex-
pands the query taking into consideration the integrity constraints of the global
schema and (b) query unfolding which decomposes a query into queries executable
by local sources so as they can be coherently fused to get the final answer.

As shown in Figure 2, the overall outcome is an expanded query and a set
of unfolded queries which comprise queries executable by SINodes and queries
to coherently fuse their results. The obtained set of queries identifies the set of
SINodes addressed by the original query. All these data are passed back to the
requesting query agent. At this stage, the query agent is responsible for supervi-
sioning the execution of the queries. It basically sends the executable part of the
unfolded queries to each SINode, collects the partial answers, applies the residual
filtering conditions and resolution functions and finally fuse the final answer solv-
ing the expanded query. The result is returned into the form of a view name which
can be queried by the query tool agent to visualize results to the requesting user.

4 Related Work

Several agent-based information retrieval systems are known. In order to com-
pare to similar systems, we now emphasize SEWASIE main characteristics:

– two-level data integration scheme: strongly tied local nodes are integrated
into SINodes; BAs provide globally integrated ontologies by means of weaker
mappings.

– query management: query building assisted by a query tool, query rewriting
in the two levels of data integration following local ontologies using sound
and complete algorithms.

– additional tools: negotiation and monitoring tools integrated in the same
agent architecture.

Altogether these points make the SEWASIE system unique among the agent-
based information retrieval systems.

Some systems are strong on data integration. CARROT II [25] is an agent-
based architecture for distributed information retrieval and document collec-
tion management. It consists of an arbitrary number of agents providing search
services over local document collections or information sources. They contain
metadata describing their local document store which are sent to other agents
that act as brokers. Like in SEWASIE, these metadata have an unstructured
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form, without a central control. But there are anyway several differences with
the SEWASIE architecture. First, data integration is done in only one level. In
this sense, CARROT II agents play the role of a brokering agent and an SIN-
ode at the same time. Second, there is no support for the user in creating the
query. Metadata information is not reflected in the process of query building.
Finally, the most important difference is that agents in this system only pro-
duce a routing of the query to relevant information sources, no query rewriting
is done in this step. In SEWASIE the query is reformulated following brokering
agent’s ontology before asking SINodes, which contain the information sources.
Several other information retrieval systems are known with routing agents, like
HARVEST [26], CORI [27] and InfoSleuth [28].

Other systems, like TSIMMIS [29], include some rewriting rules against pre-
defined query patterns. There are several steps of query processing also in the
MISSION project [30]. In these cases, data integration technology is not present,
or in TSIMMIS limited to automatic generation of wrappers [31] and mediators
[32] from web pages. In SEWASIE, the data integration techniques [4] adopted
by SINodes apply not only to unstructured, or semi-structured data sources, but
also to relational databases.

5 Conclusions and Future Work

In this paper, we have provided a general description of the SEWASIE multi-
agent architecture. We have shown the different types of agents and how they are
organized. While tackling architectural issues, we have made some observation
on the deployment architecture of the SEWASIE system. We have then described
how the system works for integrating and querying data. As future work we will
study how to extend the presented model to a setting where more brokering
agents are active. During the integration process, SINodes may then register
with multiple SINodes and SINodes may exchange information concerning their
mappings. As for solving query, query agents can contact more brokering agents
in order to obtain a decomposed query.
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Abstract. Service discovery and location introduces numerous chal-
lenges for multi-agent planning in dynamic, real-world domains. Specif-
ically, on non-fault tolerant, peer-to-peer and ad hoc wireless networks,
services and agents may become unavailable due to network partition-
ing, traffic congestion, or attack. Such disruptions might prohibit the
ability of agents to find the services needed to execute a plan, possibly
threatening the survivability and stability of the overall agent system.
This research introduces a method for service discovery and availability
prediction based on random walks and demonstrates its applicability in
the setting of peer-to-peer, wireless networks.

1 Introduction

Dynamic multi-agent planning has many shortcomings in real-world domains.
Specifically, it is not clear how services can be discovered and located in dy-
namic non-fault-tolerant networks. Examples of such include multi-hop ad hoc
wireless and dynamic peer-to-peer networks. The synthetic aircraft domain [1]
affirms the problem of service discovery for multi-agent planning systems. A
group of agent-driven helicopters are deployed on a battlefield; one helicopter
“disappears.” In this case “disappearance” might mean “over a ridge,” “out
of communication range,” or “destroyed.” How do the remaining agents decide
if a node, or service on that node, has become unavailable and re-planning is
required? Existing work assumes that such information is instantaneously an-
nounced to all nodes and agents, a process which fails to take into account the
realities of information propagation on peer-to-peer and wireless networks. In
the synthetic aircraft example, knowledge and intervention of a human agent is
required to alert the agent system that the helicopter has disappeared. Further-
more, recent research has shown that no fixed memory deterministic algorithm
can locate a service in a network in a fixed amount of time [2].

Our work addresses the problem of how agents can achieve global state aware-
ness in peer-to-peer networks, with a specific focus on multi-hop, ad hoc wireless
networks. In this context, “global state awareness” includes (but is not limited
to) information about the location and capabilities of services on the dynamic
network (i.e. mobile agents and web services). We propose a fixed-memory ran-
domized method for approximating the location of a service in a dynamic network
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with a probabilistic certainty in a fixed amount of time. We present a mathemat-
ical formulation of agent movement in the network and an algorithmic technique
for approximating the parameters of the formulation.

2 Background

The nature of ad hoc and peer-to-peer networks inherently imposes the re-
striction of communication to one’s “neighbors.” Therefore, communication over
multiple hops in the network is difficult without facilities such as ad hoc rout-
ing [3,4,5,6]. Recent research has focused on using mobile agents for routing in ad
hoc networks [7,8,9] and the need for further investigation in this area has been
established [10]. Most methods rely on using the frequency of agents walking the
network visiting each host to predict the topology. However, far less work exists
on discovering the current distribution of services throughout the network.

Mainly due to the proliferation of peer-to-peer file sharing technology, sig-
nificant research has been made in the area of dynamic networks. Service dis-
covery architectures exist for such networks [11,12], some specifically designed
for mobile ad hoc networks [13], however these often require services to regis-
ter themselves when available. Search techniques have also been applied to the
problem of localization, such as Content-Addressable Networks (CANs) [14,15].
However, search-based approaches often assume that agents can arbitrarily mi-
grate from any host in the network to another [16]. Agent-based methods for
service discovery have also been proposed [17,18]. Furthermore, CANs and Dis-
tributed Hash Tables assume that the index and data elements are fixed; none
of these approaches directly address the problem of locating mobile services.

In some domains mobile agents can be service providers. For example, a
certificate authority might be required for secure communication between heli-
copters in the synthetic aircraft domain. This server could be encapsulated by
a mobile agent capable of reasoning about the network [19]. The agent might
then continuously migrate to portions of the network with low volatility. For
instance, the agent might migrate to helicopters less likely to be removed from
the network. To improve performance and minimize latency, heuristics for such
migration might include proximity to the geographic center of the group or as-
sociation with the centroid of the network topology graph. Therefore, a method
for pro-actively tracking the location of services in dynamic networks is required.

3 Theoretical Approach

Deploying a set of service monitoring agents, A, to randomly walk a set of hosts,
H, of a peer-to-peer network can provide an accurate on-line means of service
discovery. The agents act like bees, working to “pollinate” the network with
their knowledge of services’ locations. As seen in Figure 1, each agent’s walk is
dictated by the underlying network topology. Furthermore, there is no guarantee
that all agents visiting a host have encountered a service thus far on their walks.
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Network Layer

Agent Layer

Fig. 1. An agent randomly walking a peer-to-peer network.

This approach has three important advantages over alternatives, such as
näıve message passing and broadcast:

1. minimal network bandwidth is used, and bandwidth usage scales linearly;
this is an important issue for resource-constrained mobile devices and large-
scale peer-to-peer networks;

2. mobile code provides for synergy between networks of non-homogeneous ser-
vice discovery architectures;

3. services need not register themselves; and
4. properties of random walks are relatively easy to mathematically model and

likewise make inferences upon.

The remainder of this paper defines a mathematical model for the behavior
of these agents, allowing for time-critical reasoning and probabilistic inferences
to be made upon the system. We use properties of Markov chains to model the
probability that an agent will visit a specific host, a binomial distribution to
model the probability that an agent has seen a service, and another binomial
distribution to develop an expected value for the number of agents that will visit
a specific host in some amount of time.

3.1 Random Walking Mobile Agents

The agents’ task environment, a dynamic peer-to-peer network, is stochastic,
dynamic, and continuous; there exists a delay between actual topology changes
and the propagation of knowledge of these changes throughout the network. The
agents do not have a goal, per se; their sole purpose is to randomly walk the
network gathering information. Agents’ percepts are comprised solely of the set
of services available at the current host, Sh, and the set of hosts neighboring
the current host, {x ∈ H|Eh,x > 0} (where E ⊆ H × H is the set of edges in
the topology and the notation Ex,y denotes the weight of the edge from node
x to node y). Edge weights represent transition probabilities between hosts in
the network. For most networks these will be uniform. However, ad hoc wireless
networks might correlate edge weights to link quality between hosts to avoid
agent migration over unreliable links.
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Agents’ actions are comprised solely of hopping to a neighbor host from their
current host. At each host agents query for services, storing these data in memory
(along with a timestamp). The agents’ itineraries are dictated by the network;
successor hosts for migration are selected randomly from the set of available
neighbor hosts in the network.

3.2 Predicting Agent Arrival at a Host

The frequency of agent visits can be predicted by developing a function, F (N),
for the probability that an agent a ∈ A with knowledge of a service s ∈ S will
visit a specific host h ∈ H in a time interval t. N is a local state description
represented by a tuple containing the following elements:

t - length of the time interval;
ν - probability an agent will be at host h;
η - number of instances of the service s;

|H| - cardinality of the set of hosts;
|A| - cardinality of the set of agents;

	 - average time needed for an agent to hop between neighbors; and
τ - maximum desired amount of time since an agent last saw the service.

We define F (N) as a mapping from N to a real number probability:

F : (t, ν, η, |H|, |A|, 	, τ) �→ [0, 1] . (1)

F (N) is therefore a probability distribution over the space N . We decompose
F (N) into three component distributions:

πh - probability that an agent will visit host h at any given time;
ν̂ - an approximation of ν; and

P (n ≥ 1) - probability that an agent will see at least 1 instance of the service s
in time τ .

These distributions need not be calculated a priori. A method for approxi-
mating πh is given in §3.3 which is then used to develop ν̂ in §3.4. P (n ≥ 1)
is then defined in §3.5. Finally, the approximation of F (N) is constructed from
these component distributions in §3.6.

Intuitively, the larger |A| and the smaller |H| & 	 the more often agents
will visit hosts. τ is simply meant to be a measure of the “age” of each agent’s
knowledge of the services. Since global time synchronization is a difficult problem
in some domains, τ can also be replaced by a heuristic that approximates the
age of the agent’s data. For example, the number of hosts the agent has visited
since it last saw an instance of the service could be used.

3.3 Mathematics of Random Walks

Random walks along graphs are essentially finite Markov chains, and both share
many of the same properties. Gkantsidis, et al., experimentally showed that,
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when searching for items occurring frequently in a network, random walks per-
form better than flooding (for the same number of network messages) in certain
cases [20]. In order to predict the frequency of randomly-walking agents visiting
a specific host, though, we must first develop a probability that an agent will be
on a specific host at any time.

The PageRank algorithm [21] determines the probability that a random web
surfer will be on a given web page at any time. PageRank employs Markov chains
to model random walks along the graph of the Internet. One can therefore use
PageRank to determine the probability that an agent randomly walking a net-
work will be visiting a specific host at any given time. The first eigenvector,
π, of a graph’s adjacency matrix, J , is fundamentally intertwined with the sta-
tionarity of the graph. The eigenvector π corresponds to the eigenvalue λ1 such
that πJ = λ1π. PageRank exploits this fact and provides a means for approxi-
mating the primary right eigenvector of an adjacency matrix. Algorithm 1 is an
adaptation of this algorithm for our domain.

Algorithm 1. Agent-Visitation-Probabilities(J, d, iterations)
Require: J is the adjacency matrix representation of the network, d is a real number

damping factor in the range [0, 1] (usually set to 0.85), iterations is the number of
iterations to run, and all elements of π are initialized to 1

|H| .
Ensure: π, the primary right eigenvector of J , contains the probabilities that a ran-

dom agent will be on any node
for i = 1 to iterations do

for j = 1 to |H| do
sum ← 0
for k = 1 to |H| do

if Jk,j > 0 then
links ← |{x | (1 ≤ x ≤ |H|) ∧ (Jk,x > 0)}|
if links > 0 then

sum ← sum + πk ÷ links
πj ← (1 − d) + d· sum

πh is then the probability that an agent a ∈ A is on a specific host h ∈ H at
any given time. Mathematically, π can also be represented as follows:

π = Eigenvector1(dJT ) . (2)

3.4 Approximating ν

An element of the state description N , ν is defined as the probability that an
agent will visit the host in time t. Therefore, by definition, one can use π to
develop an estimator of ν:

ν̂ = πh, |A| = 1 . (3)
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However, a binomial distribution must be used to define ν̂ if |A| > 1:

ν̂ = 1 −
(
1 −

(
1 − (1 − πh)|A|

))t

= 1 − (1 − πh)t |A| . (4)

In other words, ν̂ is 1.0 minus the probability that none of the |A| agents will
visit in time t.

However, it is not sufficient to define the mapping of F (N) solely based upon
ν̂ because not all agents that visit a host have recent enough data about the
service being located. Therefore, a function defining the probability that the
random agent visiting host h will have a recent-enough1 memory of service s is
needed.

3.5 Accounting for τ

ν provides a prediction mechanism for the number of random-walking agents
that will visit a host. However, ν does not take into account the fact that these
agents may not have recently seen an instance of the service s. τ is an element of
the state description that dictates the maximum amount of time since a service
discovery agent has seen the service. Therefore, τ must be incorporated into the
probability.

Let H ⊆ H be the set of hosts that an agent visits in time τ and S ⊆ S be
the set of services an agent sees in time τ . The expected value for the number
of hosts the agent will visit is given by:

〈|H |〉 =
⌊τ

	

⌋
. (5)

It is assumed that, due to the mobility of the network and its associated random
topology, the probability of a randomly-walking agent visiting a host with a
service is normally distributed. This claim is empirically validated in §4.2. We
can then say η

|H| is the probability that an instance of the service exists at
a randomly-selected host. The probability that an agent walking the network
will encounter an instance of s in time τ can then be modeled as a binomial
distribution of |H | trials:

P
(
n

∣∣|H |
)

=
(

|H |
n

) (
η

|H|

)n (
1 − η

|H|

)|H|−n

, (6)

where n is the number of instances of s discovered:

n = |{x|x ∈ S ∧ x = s}| . (7)

1 By “recent-enough” we mean “of age less than or equal to τ .”
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Summing (6) over all n where n ≥ 1:

P (n ≥ 1) =
|H|∑
i=1

((
|H |
i

) (
η

|H|

)i (
1 − η

|H|

)|H|−i
)

= 1 −
(

1 − η

|H|

)� τ
� �

. (8)

P (n ≥ 1) = P (∃x, x ∈ S ∧ x = s) is the probability that an agent has seen at
least one instance of the service s while walking the network in time τ .

3.6 Constructing F (N)

Given the probability that an agent will visit a host, ν, and the probability that
a randomly walking agent will have seen an instance of the service, P (n ≥ 1),
we can define the mapping of F (N).

We assume the event that an agent has seen an instance of service s is inde-
pendent of the agent visiting host h. Let A be the set of agents that visit h in
time t. Using A, we can combine equations (4) & (8) and say,

F (N) =
{

1.0, A �= ∅
0, A = ∅

= P (n ≥ 1) ν, t = 1 . (9)

Then, using another binomial distribution, we can define the mapping of F (N)
for all values of t:

F (N) = P (A �= ∅)

=
t∑

i=1

((
t

i

)
(P (n ≥ 1) ν)i (1 − P (n ≥ 1) ν)t−i

)

= 1 −
(

1 − ν + ν

(
1 − η

|H|

)� τ
� �)t

. (10)

The function F (N) is useful for predicting the number of randomly walking
agents that have seen service s in time τ and will also visit host h in time t.
Take the synthetic aircraft domain as an example; suppose an agent needs to
locate a service in a fixed amount of time. If s does not exist, the agent will
need to re-plan. If the service is only available from the helicopter that has
disappeared, the agent will waste its time trying to look for the service. Using
F (N), the agent can predict if it will hear from any of the service discovery
agents in time t. If F (N) returns a low probability, the agent will know to
immediately re-plan without waiting for any of the service-discovery agents to
arrive.
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4 Empirical Validation

4.1 Methodology

Network simulation is accomplished using the Macro Agent Transport Event-
based Simulator (MATES) [22]. We model the network using the exact connec-
tivity method for mobile ad hoc network graph generation [23]; connections are
determined by the Euclidean distance between hosts. The hosts’ movements are
bounded by a 1200x1200 meter box, and each host has a radio range of 300
meters. At the beginning of each experiment, hosts are placed randomly in the
box and given a random direction. Both agents and instances of the service s
are randomly distributed among the hosts. Every iteration of the simulation:

1. Each host’s direction is randomly chosen by either maintaining in its current
heading (with probability 0.6), rotating 45◦ clockwise (with probability 0.2),
or rotating 45◦ counter-clockwise (with probability 0.2);

2. hosts move forward one meter in their respective directions;
3. agents not currently in transit migrate from their current host to a randomly-

selected neighbor host (as described in §3.1). Agent transit times are cal-
culated with an inverse exponential relationship to the Euclidean distance
between hosts. The average transit time for agents, 	, is 1 iteration;

4. every instance of s is treated as a mobile agent; each service migrates to a
random neighbor host as described above; and

5. every t iterations, each host uses F (N) to develop a probability of a knowl-
edgeable agent visiting it in the subsequent t iterations. The actual frequency
of knowledgeable agent visits, |A|

t , is also recorded.

4.2 Experimental Results

The results we present are from 30 runs of the simulation, 300000 iterations each,
with 30 hosts, 15 agents, and 3 instances of the service s.

Accuracy of PageRank. Figure 2 illustrates equation (4)’s accuracy in pre-
dicting the frequency of agent visits. One can see that the prediction approxi-
mates the actual value very closely and is also strongly correlated. The average
coefficient of correlation between these variables over the set of 30 runs is 0.68.
The average bias for the predicted probability is 0.01.

Verification of Services’ Distribution. The frequency distribution for the
number of instances of service s agents saw was recorded. The Shapiro-Wilk
normality test returns a value of 0.5532 for the experimental distribution (with
an infinitesimally small P-value), meaning the experimental distribution does
partially deviate from normality. Nonetheless, this result implies that one cannot
say that the data are not normally distributed. The deviation from normality can
be explained by the low probability of an agent seeing an instance of the service;
the data are skewed more toward an F-distribution. However, as demonstrated
by the accuracy of F (N) in Figure 3, it is reasonable to assume this distribution
is normal.
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Accuracy of F (N). Figure 3 illustrates equation (10)’s accuracy in predicting
the frequency of knowledgeable agent visits. One can see that the prediction
approximates the actual value very closely and is also correlated. The average
coefficient of correlation between these variables over the set of 30 runs is 0.60.
The average bias for the predicted probability is -0.03.
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5 Discussion

Examples of Applying the Technique. The information updates provided by the
service discovery agents can be used to create new capabilities for multi-agent
systems operating on peer-to-peer networks. Examples include:

– Learning availability thresholds, where if a service or host has not been
“seen” by a discovery agent the remaining hosts and agents can (with high
probability) assume that it has become unavailable and re-plan accordingly.

– Network triage, where the disappearance of discovery agents or their lack of
contact with vital network nodes can be used to infer that the network has
been damaged, compromised or segmented.

– Time-critical reasoning, where hosts use information provided by discovery
agents to inform time-critical functions about how long they might reason-
ably expect to take to execute if they depend on remote services.

– Optimizing the number of agents, where, given an expected value for ν
(which can be calculated using an expected network topology), one can use
equation (10) to compute the optimal number of agents needed to achieve a
required frequency of service discovery agent updates.

Limitations. Elements of the state description, N , can be both variable and
unknown in some domains. Therefore agents might develop beliefs about the
values of these parameters, such as 	 and η. Furthermore, there are more efficient
ways for the agents to traverse the network (i.e. self-avoiding walks). Research
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into these alternate techniques is required, however mathematically modeling
them is more complex than with random walks.

Although ν can be defined from πh, developing a belief of the global network
topology, J , is a difficult problem on dynamic peer-to-peer networks. Pro-active
routing algorithms for ad hoc networks often define a protocol to propagate this
information, but this is expensive. The amount of memory/bandwidth required
for each network message can in the worst case be O(n2) (to transmit the entire
adjacency matrix). Since computation of F (N) really only requires πh (not the
entire adjacency matrix J), πh could be inferred by the observed frequency of
agent visits at host h over a period of time. Research is required to evaluate this.

Future Work. We are currently implementing our approach for integration and
testing in the Secure Wireless Agent Testbed (SWAT) [24]. This will include
further empirical validation of the methods presented in this paper in a live
testbed of at least a dozen mobile computing devices on an ad hoc wireless
network.

Our proposed method for propagating service location information through-
out the network can be used as a heuristic for mobile agent-based search. For
example, hosts could cache data brought to them by the random walking service
discovery agents. In doing so, each host would develop an index (or “belief”) of
the locations of services. These beliefs will become more accurate in conjunction
with a host’s proximity to the service. Therefore these beliefs, along with the
timestamp of when the agent last saw the service, could be used as an A* search
heuristic when locating the service. Work is needed to prove the feasibility, ad-
missibility, and accuracy of this heuristic; we are in the process of using the
SWAT to do so.

Further experimentation is required to ascertain the effect of varying parame-
ters, such as 	. In addition, the effect of CPU and network bandwidth limitations
is not clear. Finally, the accuracy of our approach on networks of heterogeneous
hosts is unknown.

6 Conclusions

This paper addresses the critical problem of service discovery and location for
multi-agent computing in dynamic, peer-to-peer networks. In this context, the
location and capabilities of services, agents, and hosts are all part of a global
state which can only be partially observed by each agent in the network. Our
technical approach uses mobile agents and exploits the combinatorial properties
of random walks to create a set of service discovery agents that maintain overall
state for all nodes on the network. The principle contributions of this work
include the development of a mathematical formulation of this problem of service
discovery by mobile agents in a dynamic network and a set of empirical studies
that validate the formulation.

Our results show that this pro-active approach can be used to maintain accu-
rate state information across a dynamic network while having a limited effect on
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network messaging. We believe that this work represents an important example
of how mobile agents can be practically adapted to the constraints posed by real
network environments. In addition, this work can provide a basis for enabling
multi-agent planning to sense and react to vital network-level events in order to
improve plan execution and survivability.
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Abstract. A Middleware is the software that assists an application to
interact or communicate with other applications, networks, hardware,
and/or operating systems. We have earlier proposed an RMI-based mid-
dleware for mobile devices called System on Mobile Devices (SyD). A
middleware on mobile devices is a challenging issue, as it has to deal with
problems such as limited memory, frequent disconnections, low band-
width connection, and limited battery life. The mobile agent module fits
in the context of the middleware for mobile devices as it quite natu-
rally alleviates the above mentioned problems. Communication between
devices and method invocation capabilities, among other things are car-
ried out by employing agents. In this paper, we provide the design and
implementation of an agent module for SyD. We also present practical
experiences gathered from carrying out experiments on the agent module.

Keywords: Agent Middleware for Mobile Devices, Agent Based Execu-
tion Engine, Mobile Agents, System on Mobile Devices Middleware.

1 Introduction

It has been widely acknowledged that a middleware is essential for application
development on mobile devices. However, application on mobile devices intro-
duces multiple challenges in a mobile setting. Mobile devices suffer from: frequent
disconnection, low bandwidth connection, limited battery life, and limited mem-
ory. A middleware for mobile devices is a software that assists an application
to interact or communicate with other applications on other mobile devices. A
middleware should support the following basic set of services:

– Communication Services: enables communication between different mobile
devices.

– Execution and Listening Services: provides capability to execute method
calls on remote devices and also be able to listen to incoming method calls.

– Data Access and Connectivity Services: makes data on one mobile device be
accessible to authorized groups of devices and also provide ability for mobile
devices to connect to other devices.
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We have earlier proposed the System on Mobile Devices middleware (SyD) [11],
[12], [13], [14]. SyD provides all the above mentioned services based on Remote
Method Invocation (RMI). An emerging middleware approach is the agent ori-
ented middleware approach. The services that a middleware provides, can be
realized by employing mobile agents. Mobile agent approach inherently has ad-
vantages when compared to RMI. Once the agent is transported to a destination
host, the agent can go ahead and execute even in case of a disconnection and
when the connection is alive, the agent returns the result to the source host.
This is the basic motivation for implementing an agent module for SyD.

In this paper we show the design and implementation of an agent module for
SyD. One of the challenges of designing the agent module for mobile devices is
the memory size overhead of the mobile agent framework. We have used μCode
agent framework [10], as it is lightweight and also provides the basic required
services of an agent framework. We also describe the experiments conducted on
the agent module for SyD.

The rest of the paper is organized as follows: In Section 2, we give a brief
overview of SyD middleware. We present background on agents and design of
the mobile agent module for SyD in Section 3. The details of the experiments
conducted on the agent module are described in Section 4. In Section 5, we
compare our work with other peer’s work and finally we offer our conclusions in
Section 6.

2 SyD Middleware

We give a very brief overview of System on Mobile Devices (SyD) middleware
[11], [12], [13], [14]. SyD is a new middleware technology that addresses the
key problems of heterogeneity of device, data format and network, and that of
mobility. SyD allows rapid development of a range of portable and reliable appli-
cations. SyD combines ease of application development, mobility of code, appli-
cation, data and users, independence from network and geographical location,
and the scalability required of large enterprise applications concurrently with
the small footprint required by handheld devices. Each device is managed by a
SyD deviceware that encapsulates it to present a uniform and persistent object
view of the device data and methods. Groups of SyD devices are managed by the
SyD groupware that brokers all inter device activities, and presents a uniform
world view of the SyD application to be developed and executed on. All objects
hosted by each device are published with the SyD groupware directory service
that enables SyD applications to dynamically form groups of objects hosted by
devices, and operate on them in a manner independent of devices, data, and
underlying networks. The SyD groupware hosts the application and other mid-
dleware objects, and provides a powerful set of services for directory and group
management, and for performing group communication and other functionalities
across multiple devices. SyD middleware can function with or without a back-
bone network infrastructure on weakly connected networks as well as on ad-hoc
networks providing varying levels of QoS guarantees.
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Fig. 1. SyD kernel architecture

We have earlier designed and implemented a modular SyD Kernel utility in
Java. Fig. 1 describes SyD Kernel with the following five modules :

– SyDDirectory: Provides user/group/service publishing, management, and
lookup services to SyD users and device objects and also supports intelligent
proxy maintenance for users/devices.

– SyDEngine: Allows users to execute single or group services remotely and
aggregate results.

– SyDListener: Enables SyD device objects to publish their services (server
functionalities) as “listeners” locally on the device and globally via the direc-
tory services. It then allows users on SyD network to invoke single or group
services via remote invocations seamlessly (location transparency).

– SyDEventHandler: Handles local and global event registration, monitor-
ing, and triggering.

– SyDBond: Enables an application to create and enforce interdependencies,
constraints and automatic updates among groups of SyD entities.

3 Agent Module for SyD

Here, we first give intoduction to mobile agents and then present the design of
agent module in the context of SyD.

3.1 Mobile Agents

Mobile agents can be considered as an incremental evolution of the earlier idea
of process migration. A mobile agent is an autonomous, active program that can
move both data and functionality (code) to multiple places within a distributed
system. The state of the running program is saved and transported to the new
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host, allowing the program to continue execution from where it left off before
migration [5],[8].

Mobile agents require two components for their successful execution. The first
component is the agent itself. The second component being the place where in
an agent can execute. This is often referred to as the software agent framework.
It provides services and primitives that help in the use, implementation and
execution of systems deploying mobile agents. This generic framework allows the
developers to focus on the logic of the application being implemented, instead of
focusing on the implementation details of the mobile agent system. Specifically, It
should support the creation, activation, deactivation and management of agents,
which include mechanisms to help in the migration, communication, persistence,
failure recovery, management, creation and finalization of agents. Additional
services as naming and object persistence can also be provided. This environment
must also be safe, in order to protect the resources of the machine from malicious
attacks and possible bugs in the implementation of the agent code. Some of the
popular examples are: IBMs Aglets[6], Mitsubishi Electric ITAs Concordia [7]
and Object Spaces Voyager [4].

3.2 Design of Agent Module

In Fig. 2, we describe the agent module in the context of SyD. A mobile device
serving as a server (SyD Application Object Server in Fig. 2), registers it’s ser-
vices and then provides services to clients. We illustrate this using the following
steps (arrow labels with legend “Server registration”):

1. In the event of a new publish, the SyD Application Object Server sends a
publish request to the Agent Module.

2. The Agent Module publishes and registers the services offered by the SyD
Application Object Server to the SyDDirectory.

A mobile device serving as a client (Client UI in Fig. 2) can execute object
services located on remote devices using the Agent Module. We illustrate the
Client UI process in the following three steps (arrow labels with legend “Remote
invocation(client)”):

1. The Client sends an execute of a remote service as a local call to the Agent
Module.

2. The Agent Module dispatches an agent on to the SyDDirectory to get the
remote user/service information of the remote server

3. With the user/service information (typically the URL of the remote server),
the agent module dispatches another agent to complete the remote invoca-
tion.

We have used μCode[10] as our agent framework for mobile devices. Fig. 3
gives the internal details of the Agent Module. μCodeServer is running on each
device listening for incoming mobile agents and is also capable of executing
mobile agents on remote devices. Fig. 3 shows a sample method being executed
by mobile device 1 on device n.
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Fig. 2. Design of agent module for SyD

1. Mobile Device 1 sends an agent to the directory service to get the physical
location information(URL) of device n.

2. The μCode agent framework has a listener, which listens for incoming mobile
agents. Mobile Device 1 now has the physical location(URL) of the Mobile
Device n.

3. Mobile Device 1 dispatches mobile agent to Mobile Device n to execute a
method call.

4. Mobile Device n returns the result of executing the method call through an
agent on to mobile device 1.

However, it should be noted that, steps 1 and 2 from above could also be real-
ized by simply exchanging messages between the agents rather than sending the
agent by itself.

μCodeServer
μCode[10] is a lightweight software agent framework for mobile devices (small
footprint - the core package is less than 18 Kbytes of jar file). It is a small Java
API that aims at providing a minimal set of primitives to support mobility of
code and state (i.e., Java classes and objects). It provides good abstractions for
doing only a single thing, that is, moving code and state around. It also consti-
tutes the kernel, providing small and efficient mechanisms for code mobility.

4 Experiments on the Agent Module

Experimental Test Bed: We ran our experiments on a high performance/low
power SA-1110 (206 MHz) Compaq iPAQs H 3600, with 32 MB of SD RAM
and 32MB of flash ROM. The handheld devices are connected through a mo-
bile wireless network using a 2.4GHz wireless router. The operating system is
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Windows CE. The mobile agent frame work on the iPAQ is μCode version 1.03.
We use jdk version 1.3 to code our programs and JVM for iPAQ is Jeode VM
Version 1.9. The DBMS of the directory server is Oracle 8i.

The proposed agent module for SyD replaces the SyDEngine-SyDListener
pair. Here we compare synchronous invocation (SI) via SyDEngine-SyDListner
pair with mobile agent (MA) using: response time based on multiple method
invocations and response time based on size of data processed.

Response time is the total time required to execute a method call on a remote
host. Number of method invocations is the number of times a particular method
is called. In order to be consistent, we transferred a message of size 16 kilo bytes
and the results of it are shown in Fig. 4. For a single method invocation, the
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average response time of synchronous invocation (SI) of SyDEngine-SyDListner
pair is much higher than mobile agent (MA) approach. However for subsequent
method invocations, SI response time gets better. SI starts out with a higher
response time and this could be attributed to the fact that, it needs to load
stubs and skeletons and also factors such as marshalling/un marshalling and
the implicit object serialization that is involved with any RMI-based approach.
However for subsequent method calls, the client side stubs and skeletons are
already bound to the server and RMI registry look up is faster. In the MA
approach, the only initialization time is the time required for the μCode to start
up. For all other subsequent method invocations, it’s the same.

Fig. 5 gives the comparison based on the size of the data processed. The
response time for MA is much lesser than SI. In the MA approach, data is
processed at individual sites and processed data is sent across the network. In
the SI approach, data is collected from multiple sites and then processing takes
place on the gathered data and therefore results in higher response time.

5 Related Work

Our design of the mobile agent module is chiefly inspired from Limone[1]. Limone
provides rapid application development over ad hoc network’s consisting of log-
ically mobile agents and physically mobile hosts. Lists of agents that satisfy the
policy of host agent are stored into its acquaintance list. The host agent retains
full control of the local tuple space since all remote operations are simply re-
quests to perform a particular operation for a remote agent and are subject to
policies specified by the operation manager. This high degree of security encour-
ages a collaborative type of interaction among agents. This coordination model
and middleware promises to reduce development time for mobile applications.
We don’t have the concept of a tuple space in our model description. However
limone uses tuple space, as it’s underlying model. Our directory service serves
the purpose of the acquaintance list.

A programmable event based middleware[3] is developed for pervasive mobile
agent organizations. A concept of organization oriented framework for the design
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of mobile agent application in pervasive computing scenarios is discussed. This
middleware is an event-based approach based on the definition of a minimal
event-kernel, which is suitable for deployment in resource-constrained devices.

A mobile agent based PC Grid[2] is a mobile agent based middleware where re-
mote computers users wish to mutually offer their desktop computing resource to
other internet group members. Each agent represents a client user, which carries
out their requests, searches for the available resources, executes the job at suitable
computers, and migrates it to others when the current ones are not available.

Data Lockers[15] is another research activity under mobile agent middleware.
Data lockers allow users of mobile devices to rent space at the fixed network.
This helps mobile users to perform computations remotely with out bothering
about the memory space and computation capacity of mobile devices.

A plenitude of research is available on mobile agent based approach for mid-
dleware as discussed in the programmable event based middleware[3], PC Grid[2]
and Data Lockers[15]. However, we have not seen much research comparing the
different middleware approaches. A close line of study to ours can be found in
[9]. They discuss performance evaluations of different java based approaches to
web database access. We compare middleware approaches and [9] compares java
based approaches.

6 Conclusions

We already have a full scale design and implementation of a RMI-based middle-
ware (SyD). We proposed the design and implementation of an agent module
for SyD. We have implemented, evaluated and compared the agent module ver-
sus the synchronous invocation of SyDEngine-SyDListener Pair. We have also
presented performance comparisons of average response time based on varying
number of method invocations. We have not taken in to account of the security
drawbacks that mobile agents imposes on the system. The security aspect is
ignored in this paper as it is out of the scope for the performance evaluations.

As part of the future work, we plan to carry out experiments and do perfor-
mance evaluations based on: response time(n), where n is the no. of disconnec-
tions and the agent framework overhead vs the SyDListener overhead. We aim
to design and implement a hybrid engine that extracts the best of the features of
agent and RMI approaches by automatically switching between them depending
on a decision algorithm.
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Abstract. In this paper we discuss architectural design issues and trade-
offs in connection with our experiences porting our agent-based plat-
form, Opal, to the Sharp Zaurus personal digital assistant (PDA). At
the present time, the Zaurus is able to run the Java-based Opal platform
with RMI, HTTP and JXTA (but not JXME) as message transports.
There were many adjustments that had to be made in order to establish
JXTA functionality over Java Personal Profile on the Zaurus systems,
but it may be an easier process in the future if some of these changes are
incorporated into the JXTA standard. The wireless and Bluetooth capa-
bility of the Zaurus make it ideal for bridging the gap between Bluetooth
networks and traditional networks. The extension of mobility to distrib-
uted Agent-based systems will be a significant growth area in future
agent research, and the Zaurus PDA a glimpse into the future function-
ality that mobile distributed agent applications may provide. We also
discuss how Opal’s unique support for micro agents may facilitate the
deployment of advanced agent systems on future medium- and small-
footprint devices.

Keywords: MAS technology, portable devices, JXTA, P2P.

1 Introduction

Developments in and widespread deployment of telecommunications and distrib-
uted system technology have led to increased interest in the ideas of multi-agent
systems [1]. Since the notion of software agents represents an embodiment of a
distributed and autonomous form of peer-to-peer (P2P) computing, the prac-
tical deployment of multi-agent systems will be facilitated if the agent system
technology can interoperate with standard infrastructural P2P services wher-
ever possible. We have made progress in this area by developing Opal [2], a
standard agent-based software platform in Java that provides support for the
agent communication protocols specified by the Foundation for Intelligent Phys-
ical Agents (FIPA) [3], and extending the Opal platform [4] so that it can be
used in conjunction with JXTA [5], a standard for P2P interactions.
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In this paper we discuss a further issue associated with agents and peer-
to-peer computing: the use of this technology in the context of small hand-
held devices employing wireless communications. In particular, we describe the
design trade-offs associated with the deployment of multi-agent system and P2P
technology (in our case, with the Opal+JXTA system) onto personal digital
assistants (PDAs). In this connection, consideration must be given to a number
of down-to-earth issues in order to realize a practical agent-based P2P system
on a PDA physical platform.

2 Opal and JXTA

The Opal FIPA Platform includes the KEA micro-agent framework [4,6]. At a
high level intelligent software agents can be treated as individual FIPA-compliant
(they employ the FIPA ACL communication protocols) agents. Individual tasks
within such agents are delegated to appropriate micro-agents. This approach
offers the advantage of reusing components, together with late dynamic binding
between particular roles.

2.1 JXTA

Opal has been built to conform to the latest specification of the FIPA Abstract Ar-
chitecture (FIPA AA). At the present time the Transport Service, as specified in
the FIPAAA, is used solely to provide a communication protocol forACL messages
between two end-points. But the Transport Service does not cover some aspects of
agent communication, such as discovery,multicasts or broadcasts. Since these were
needed for our application, we implemented them using our own proprietary inter-
faces and protocols. To facilitate the dynamic discovery of peers on the network
and peer-to-peer messaging, we use the JXTA infrastructure [5], which is a set of
open protocols that allow any connected device on the network to communicate
and collaborate in a P2P manner. Thus the standard set of transport protocols in
OPAL (IIOP and HTTP) has now been extended to include JXTA. In addition to
the protocols, Project JXTA also maintains an up-to-date open-source Java imple-
mentation of the JXTA protocols. We use this JXTA source code, because it has
been developed and validated by the Project JXTA community. In this section we
describe how P2P JXTA communication can coexist with FIPA-prescribed agent
communication.

Apeer inJXTArepresents anynetworkeddevice that implements oneormore of
the JXTA protocols. To send messages, peers use pipes, which offer asynchronous,
unidirectional message transfer for service communication. JXTA advertisements
are metadata structures (in XML) used to describe and announce the existence of
peer resources. Peers discover resources by searching for their corresponding ad-
vertisements and may cache any discovered advertisements locally.

The Project JXTA community has also been working on providing implemen-
tations of portions of the JXTA protocols for the Java 2 Mirco Edition (J2ME),
and this work has been referred to as JXME [5]. We will discuss JXME specifics in
context below.
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2.2 Messaging

Messaging at the lowest micro-agent level is implemented using method calls,
and its semantics is expressed simply by method calls signatures. At a higher
level, micro-agents employ a limited communication model of communication,
based on the notion of goals, declarations, and commitments, with the semantics
expressed by UML models of goals and their relationships. At the highest level
agents use standard FIPA ACL, augmented with the notion of object-oriented
ontologies represented in UML [7].

Since the FIPA ACL does not currently have a notion of an agent group, and
thus has no notion of a public announcement to a group, JXTA communication
can fill the gap and play a useful role. We use a special service agent, called a
Peer agent, to facilitate this process: there is a single Peer agent for each JXTA
peer (i.e. a single Peer agent per machine). Communication between Peer agents
is performed by means of JXTA announcements and pipes (thus outside nor-
mal FIPA ACL messaging). Practically, this means that public announcements
are done via JXTA announcements and ordinary peer-to-peer communication is
performed via standard FIPA messaging mechanisms transmitted via the JXTA
Pipe infrastructure. All the public announcements are done in an asynchronous
(and unreliable) manner over the standard JXTA Content Advertisements. Since
the Peer also has a standard Pipe for FIPA text-based ACL messaging, all com-
munication can be considered to be performed over JXTA.

In our P2P implementation there is an additional transport layer between
the FIPA agent and the ordinary (FIPA-compliant) Transport System. This
layer is provided by the specialist Peer agent, which intercepts messages from
individual agents and propagates them appropriately for the P2P environment.
For messages addressed to a single individual agent registered on the local peer,
the Peer agent simply forwards the message directly to the recipient. If the
receiver is registered on a remote peer, the local Peer agent passes the message
to that recipient. Peer agent, which in turn passes the message down to the
individual recipient. If, however, the original message is a public announcement,
then the local Peer agent passes the announcement to all locally registered agents
and also passes it to all other Peer agents, which in turn pass it down to all their
local agents. The Peer agent is implemented on a level below the FIPA ACL
level, so its communications are not entirely based on the FIPA ACL itself, but
rather on a proprietary protocol implemented on the OPAL platform.

3 The PDA Platform

The PDA platform that we used is the Sharp Zaurus SL-c700 hand-held device.
Standard versions include a VGA (640x480) colour screen, 64 MB of RAM, and
can run the Java Personal Profile (Java PP) version of J2ME under the Linux
operating system. Wireless communication with other devices can be performed
via WiFi (IEEE 802.11b networking [8]) and Bluetooth [9].

The Sharp Zaurus represents a platform with power midway between that of
current workstations and cell phones. Although it is more powerful than current
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cell phones, its memory resources and Java JDK are limited when compared with
standard computers. However, its existing computing resources may provide a
useful testing environment for cell phone on the horizon [10].

3.1 Zaurus Resources: JDK, Memory, Bandwidth, and Power
Requirements

The Zaurus runs Personal Profile J2ME, which is the equivalent of JDK1.3 minus
deprecated methods and Swing. While Swing can be run on the Zaurus, it runs
very slowly and takes more memory than is desirable. Although the Zaurus has
64 MB of flash RAM for storing files and running programs, it appears to have
only about 8 MB of RAM for running Java applications. The Zaurus also has
expansion slots on its chassis for compact flash (CF) and Security Digital (SD)
RAM cards. The CF slot is used for both the wireless and Bluetooth cards, so
SD RAM was used for secondary storage. As a result, it is possible to run a 30
MB JAR file off of the SD RAM card.

Bandwidth under different networks varies widely, and thus the amount of
agent messaging that can be performed in agent applications under different
network configurations must be taken into account. For example when employing
JXTA networking, a small hand-held device running JXME would have to poll
larger devices (that are capable of running full JXTA) for relevant messages
rather than receiving all the messages on the network and filtering them itself.
This polling situation would require more message exchanges.

The use of WiFi networking is demanding for the electrical batteries available
for the the Zaurus, and the Zaurus can run for little more than one hour when
not on mains power. This means that in the near term Bluetooth networking,
with its lower battery demands, may be a better wireless network option than
802.11.

4 Opal Agent Platform on the Sharp Zaurus

Our porting approach was to attempt, as a proof of concept, to port an agent
application that was built with Opal (an electronic trading application discussed
in [4]) that included Opal and the developed application, which employed a Petri
net tool [11], onto the Zaurus. The agent application was intended to feature
dynamic (runtime) compilation of Petri nets, so the code for the custom Java
dynamic compiler was altered in an to attempt to allow dynamic compiling on
the Zaurus.

4.1 JXTA and Java Personal Profile (Java PP)

Since JDK 1.4 incorporates more security features (than JDK 1.3), it may be
difficult to keep JXTA compatible with Java PP. One suggested approach might
be to have support for JDK1.3 a core feature in JXTA, with additional secu-
rity features left to the individual developers. Since JXTA is open source, it
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would be possible to re-engineer the source files and change the security code
when required, but this option would become difficult to maintain as new JXTA
functionality is added. Though it may be inappropriate to restrict full JXTA to
JDK1.3 without deprecated methods and Swing, it may be feasible to create a
middle level between JXTA and JXME, which we might call JXPP. The primary
advantage of a JXPP would be the recognition of a middle tier that accommo-
dates the rising capabilities of newer mobile telephones and PDAs, which need an
intermediate step between JXTA and JXME. JXPP would have all the current
functionality of JXTA, but would not limit the development of JXTA in terms
of using JDK1.4 or evenJDK1.5. It could be developed by people interested in
rising efficiency technologies rather than leading-edge full power technology. It
could possibly represent those who are concerned with producing the current
technology, but in more compact packages and lower costs.

4.2 Opal Supporting Agent Advertisements to Groups

JXTA supports sending messages to groups, whereas FIPA does not specify send-
ing messages to groups of agents. Since Opal is modular (transport is a separate
modular layer), each transport used should also support sending messages to
groups. Under RMI, groups can be simulated by opening registries listening on
different ports, e.g. 1099, 1100, etc. Under HTTP subnets can simulate groups,
with multicasting used to send messages to all members of each subnet. P2P
networks groups are significant, since multicasting is an efficient and lightweight
message transport, but they may not be scalable if the number of peers on the
subnet are not kept to within reasonable limits. The extension of the FIPA ACL
protocols to include groups is an ongoing area of research [4].

5 Micro-agents and MIDP

One approach for reducing agent application size for operation on smaller devices
is the use of micro-agents [6]. Micro-agents are a finer-grained implementation of
agents, which communicate using method calls rather than declarative represen-
tations of FIPA-specified speech acts that then employ lower-level transports,
such as IIOP. Micro-agents can run in one thread, rather than having separate
threads for each the agent object, which could potentially lead to a significant
overhead savings on for applications running on devices operating under the
MIDP [12] version of J2ME (typical cell phones, for example).

5.1 Issues Constraining the Minimal Size for a Multi-agent
Platform on PDAs

To achieve a flexible architecture for multiple platforms, the intention was to
establish core classes for J2ME, with supplemental classes for J2SE. This would
involve removing the Swing-based graphical user interface from the core classes,
removing references to JDK1.4 from core classes, and removing calls to JDK1.3
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deprecated methods. The underlying transports JXTA, IIOP, RMI, and HTTP
all add size to the OPAL platform, but are more elegant, flexible and robust than
listening on ports. By reducing the ported application to packages that only the
Zaurus uses, the JAR file was reduced to 7 Mb. Reducing Opal all the way down
to MIDP presents some interesting challenges in terms of reducing Opal’s size.
JXTA and HTTP will work as transports, but RMI and IIOP will not, since they
require too many resources. Since JXTA now operates on TINI [13] devices, it
should work on MIDP mobile phones. Bluetooth automatically discovers other
devices within range, so peer discovery should not be problematic. Bluetooth
scatternets are made up of up to ten personal-area networks (PANs), or piconets.
A piconet has a master and up to seven slaves, where all communication is
through the master, and slaves never communicate directly. The Zaurus would
make a good wireless P2P group master, administering the smaller slave devices
and then communicating via wireless to an infrastructural network. Bluetooth
devices, such as TINI devices and mobile telephones, will probably only poll for
services like JXTA.

One change that would facilitate the porting of Opal to MIDP concerns the
XML parser in Opal. Opal currently uses a fully featured XML parser, Xalan [14],
which is 1.6 MB in size. Changing to a J2ME XML parser, such as MinML [15]
(14 KB in size) would be appropriate for smaller devices, such as those running
Java MIDP. Although these CML packages may not have all the features required
for Opal, J2ME-specific code could be developed to use them on the Zaurus or
other small devices. This is a change we intend to make in the near future.

6 Discussion

Current PDAs, e.g. the Zaurus C7x0, can run a full JXTA (or Agent) platform,
which means that the periphery of the network has now been pushed to mo-
bile telephones, and embedded devices (using, for example, TINI [13]). Mobile
phones and other MIDP devices have limited storage, memory and bandwidth
(especially limited by their slow front side busses) but can still run JXME (e.g.
JXME works on TINI devices). A possible P2P micro-device architecture could
involve a MIDlet able to run on a mobile phone that could act as a container
or mini platform for KEA micro-agents. The MIDlet could communicate with a
JXTA relay running on a Zaurus device. This would allow an implementation
with application-specific code that removed overheads (such as XML parsers)
e.g. parts of agent messages could be passed to the MIDP device as strings. It
would also make it easier to provide a graphical user interface to create agent
messages.

6.1 Mobile P2P Agent Application Architectures

The mobility of software agents, as envisioned in the customary sense, involves
an agent moving physically from one device to another by using a transport,
such as RMI. There have not been many applications, however, for which this
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physical movement has been identified as required or significant, because an
agent could simply communicate with another agent almost anywhere directly
via, say, HTTP, rather than having to move from one device to the next. In
connection with PDAs, like the Sharp Zaurus, there is a sense of mobility associ-
ated with the ability of the Zaurus to move to different places. This is significant
for Bluetooth and wireless networks: the Zaurus can move to within a remote
Bluetooth PAN (or Piconet) and then communicate with agents there, which
may not have access to a transport like HTTP. Fixed Bluetooth devices also
have a geographical location, so it can be inferred that the Zaurus is within 10
-100 metres of the Bluetooth devices within range. This type of mobility offers
many advantages for a PDA like the Zaurus: it can visit and administer remote
Piconets. If a piece of machinery has a TINI device fitted to it, it may be able to
communicate exceptions to the Zaurus that will allow the problem to be quickly
fixed or reset. In workflow situations, jobs could be assigned to the closest work-
ers by their position relative to a bluetooth location. Location awareness could
also trigger changes to the an application interface running on a PDA, e.g. an
inventory application could be automatically enabled in the warehouse, while a
customer service application is activated on the shop floor.

The Zaurus in a JXTA-connected agent application could act as a bridge
between a Bluetooth network and a fully featured wireless network. Since the
802.11b bandwidth is not as high as some broadband networks, the agents on
the Zaurus PDA could poll agents on the broadband network for relaying to
agents on the Bluetooth network, rather than them receiving all the messages
on the network. The Bluetooth agents could in turn poll the Zaurus for their
specific messages, thus reducing the flow of messages to a reasonable amount in
terms of the local network type.

7 Conclusion

The Sharp Zaurus proved fully capable of running the entire full-sized Opal plat-
form, and the major transports used for agent messaging, JXTA, HTTP, and
RMI, were fully operational. This means that P2P agent-based computing can
incorporate hand-held wireless devices like the Zaurus, and it was not necessary
to create an entirely separate Opal release branch for running on Zaurus-sized
devices. We intend to restructure (repartition) the Opal internal architecture in
order to use J2ME components for loading the platform onto the Zaurus-type de-
vices, and this should facilitate more sophisticated agent-based P2P applications
to be run in distributed wireless environments.

Our work indicates that now mid-range (in terms of power) devices, such as
Sharp Zaurus PDAs, can operate as P2P rendezvous nodes, while the smaller
MIDP-running devices can operate as individual peers. The Opal agent system
currently allows for full-sized agents on the Zaurus devices and smaller (possibly
only KEA micro-agents) on the MIDP devices. Thus using the notion of JXTA
P2P architectures and hierarchically refinable agents, agent architectures can be
effectively spread across a wide range of wireless computing architectures.
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Abstract. We propose the ACE (Adaptive Coordinator Election) plat-
form that elects and relocates a coordinator adaptively in P2P networks.
In collaborative applications, a coordinator mediates synchronization,
consistency, sequencing and delay difference. However, it is difficult to
decide a coordinator in applications used in P2P networks because of
some characteristics of network, e.g., network instability, and differences
in physical networks and devices for participants. The ACE platform
elects and relocates a coordinator dynamically according to environmen-
tal metrics obtained from participants. Each metric has a priority and
weight to allow a coordinator to be chosen according to the purpose of
applications. We implemented our platform using the JXTA framework
and tested it. The results show the feasibility of adaptive coordinator
relocation in P2P networks.

1 Introduction

The Internet environment has dramatically changed beyond our expectations
and is progressing toward resource ubiquity such as network connections, com-
puting devices, and contents in edge devices. A ubiquitous network in which all
devices can connect to networks and get information at anytime is expected. In
that network, devices in different physical networks will interconnect with each
other and can share information or collaborate. Some applications can satisfy
some of those requirements, but not as much as we would like. Groove [2] en-
ables users to share information such as schedules or files using a group space.
Users can connect with each other via a fixed server. Gnutella[3] enables users to
share files by transferring messages among users without central servers. It leads
to an active use of information in an environment with ubiquitous resources.
Collaborative tools like MSN Messenger [4] and AOL Messenger [5] enable users
to communicate in real time via a central server. Nowadays people increasingly
want to share information without being dependent on their physical networks
in such a ubiquitous resource environment. We have developed an application
for collaboration called JXCube (Jxta eXtreme Cube) in the JXTA [6] project.
This is a fully distributed collaborative application and it enables users to work
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together without a fixed central server. JXCube [7] offers a secured collabora-
tive work space through the use of user groups and encrypted messages, plug-in
collaborative functions, and replication of users work space having same iden-
tity. This paper shows the architecture for relocating the node that mediates
collaborative work (coordinator) in fully distributed environments such as P2P
networks.

2 Collaborative Work in a P2P Network

2.1 P2P Networks

We stand for a peer-to-peer(P2P) network [1] as a distributed networking tech-
nology in the application layer of the TCP/IP reference model. It is possible
to construct an overlay network using UUID (Universally Unique Identifier) in-
stead of using IP addresses on a physical network (Fig. 1). That is, P2P offers
a logical network on top of underlying networks. Even if users are in different
networks and use different transport protocols, they can communicate with each
other via the overlay network. For example, if one user can use only HTTP in a
company and another can use TCP at home, they can communicate with each
other via a logical communication path. In that scenario, a node with a global
IP address that offers HTTP service act as a broker for these two, enabling them
to communicate with each other. Also, users use not only a wired network with
fixed PCs, but also a wireless network like 802.11x with mobile devices such as
laptop PCs, PDAs, and cell phones. These mobile devices fit into a P2P network
by using overlay functions, even if their topology changes continually.

JXTA and Gnutella support some kinds of overlay functions. JXTA is a set
of P2P protocols and a framework. It is consisted of edge peers, relay peers,
and rendezvous peers. Edge peers are the most common. A relay peer forwards
messages on behalf of a peer that cannot directly address another peer (e.g., in
NAT/firewall environments), bridging between different physical and/or logical
networks. A rendezvous peer maintains resource information (advertisements)
that an edge peer requests to find other peers, groups, and communication pipes.
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And also, JXTA supports peer group that is a collection of peers that have agreed
upon a common set of services. On the other hand, Gnutella is a P2P protocol
that was basically developed for file sharing. It constructs a self-organized net-
work of peers transferring messages among themselves (flooding). A new version
of Gnutella (Gnutella2) now has scalability for routing by supporting two types
of peers: leaf nodes and hub nodes. Leaf nodes are edge nodes forming the net-
work. Hub nodes maintain resources for leaf nodes to communicate with other
leaf nodes. The characteristics of a P2P network are as follows.

(1) The network is constructed by multi-hop routing.
(2) The network is unstable because changes in dynamic topology caused by

nodes joining or leaving.
(3) All nodes act equally. There are no explicit roles.
(4) It covers a heterogeneous transport environment where device types, capa-

bilities, and communication methods are different.

2.2 Collaborative Work on a P2P Network

It is necessary to mediate work for synchronization, consistency, sequencing,
and delay differences in applications such as schedule management, videocon-
ferencing, online games, and other collaborative applications. For examples, a
schedule management application must assure consistency among users. Also,
a videoconferencing application must mediate delay differences to keep commu-
nication consistency. That is, it is necessary for collaborative applications to
transfer some events such as working events or result events in the same se-
quence or at the same time. In this paper, we define these issues as a mediation
problem. In previous collaborative work on a network, there were two types of
methods for resolving it: the server model and the distributed model. The server
model collects messages to a one node from users although it may be overloaded.
On the other hand, in the distributed model, each node must propagate event
messages to all nodes by broadcasting or multicasting. This increases of network
traffic. And each node must execute complicated mediation work. We chose the
server model because we assume that collaborative worker number only up to
a few dozen people so the load will be low; it thus is easy to maintain event
messages and it is simple to implement it.
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3 Adaptive Dynamic Relocation of Coordinator

3.1 Characteristics of ACE Platform

The basic model for ACE (Adaptive Coordinator Election) platform that we
propose is shown in Fig. 2. The basic requirements are follows.

(1) Optimal coordinator selection for collaborative applications
(2) Transparent relocation of a coordinator for collaborative applications
(3) Crash coordinator detection automatically
(4) Low dependence on OS and collaborative applications

It is necessary to decide the optimal coordinator according to environmental
information that changes dynamically such as routing information by user par-
ticipation, secession, and user movement, network use rate, CPU and memory
use rate for each device, battery remaining rate and so on (requirement 1). Also,
it is necessary for users to keep using applications so they do not have to recon-
nect when the coordinator is replaced (requirement 2). And it is necessary to
keep using applications without stopping the system when a coordinator crashes
(requirement 3). Moreover, it is possible to correlate with various collaborative
applications by separating this platform from them (requirement 4). The relo-
cation of a coordinator treated in the ACE platform can be regarded as a one
of the leader election problem in the distributed system of old models such as
[8], [9], and [10]. For this problem, an algorithm elects the only node; a lot of
research has been done on this. Moreover, some research [11] and [12] treats
the leader election problem on an ad hoc network. Reference [11] describes an
algorithm that elects a leader using multicast and reference [12] shows an algo-
rithm in which the node located at the center of the topology becomes a leader
in an ad hoc network. Those studies do not meet the requirements mentioned
above. ACE platform is built to satisfy the point of electing the leader (coordi-
nator) in P2P networks including a wide area network based on environmental
information about nodes that composes a network.

3.2 Basic Operation

ACE platform operates according to the following procedure when a user newly
participates in or leaves from a collaborative work space (Fig. 3).

(1) Each node searches for a current coordinator using ALM (Application Level
Multicast).

(2) A coordinator responds to the request if it exists.
(3) Each node acquires environmental information at constant intervals.
(4) Each node transmits environmental information to a coordinator.
(5) The coordinator sends an ACK message to each node.
(6) The coordinator elects a new coordinator and a candidate one.
(7) The old coordinator transmits the relocation data to the new one.
(8) The new coordinator notifies all members of the change.
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(1) One node does not send an ACK message after a fixed time has passed for
an environment metric transmission.

(2) That node is considered to have node crashed, so the node that discovered
it asks for a candidate coordinator.

(3) The new coordinator notifies all nodes of the change.

The waiting time of the ACK message is set dynamically using the RTT
values of participants. Also, candidate coordinators are selected according in
ascending order in (2). After (3), the process continues to basic operation (3) in
the previous paragraph.

3.4 Discussion About Environmental Information

The ACE platform dynamically decides a coordinator among users according to
the network and device status. This section discusses environmental informa-
tion (metrics) considered in ACE platform. It is possible to divide it roughly
into network-dependent metrics and device-dependent metrics as dynamically
changing information. The ACE platform uses the following metrics.

– Topology location
– Network usage rate
– CPU usage rate
– Memory usage rate
– Battery remaining rate
– Continuous network connection time

Network dependent metrics are topology location and network usage rate. The
topology location is a metric that becomes effective when users move frequently.
When users move frequently and the network topology changes dynamically, it is
possible to have a uniform number of hops and a response time to a coordinator
among nodes if central node becomes it. When users move, routing informa-
tion changes although user identity (overlay address, logical address) does not
change because of the overlay function. It is possible to distinguish user mobility
by getting routing information about each node. In the ACE platform, topology
location is calculated according to routing information and a coordinator then
decides a central node. The metric of network usage rate is effective when a phys-
ical network where a coordinator exists is overloaded because a message delay
will be generated between the coordinator and each node. In such a situation,
coordinator relocation can shorten the response time. In the ACE platform, the
average RTT is used to measure network usage rate. Device dependent metrics
include CPU usage rate, memory usage rate, and a battery remaining rate. CPU
and memory usage rates are effective when the load on the coordinator is high,
because mediation work and response time will worsen. In such a situation, co-
ordinator relocation can make the system better. The ACE platform uses these
average values to avoid temporary loads. The battery remaining rate is effective
when users are outside. For such a situation, it is necessary to reduce battery
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# Ace Mediation Policy
Metric.Period = 50000

# Priority of Metric
Metric.Num = 6
Metric.Priority1 = ace.metrics.Location
Metric.Priority2 = ace.metrics.RTT
Metric.Priority3 = ace.metrics.BatteryPower
Metric.Priority4 = ace.metrics.MemoryUsage
Metric.Priority5 = ace.metrics.CPUUsage
Metric.Priority6 = ace.metrics.ContinuousTime

# Coefficient of priority
Coefficient.Priority1 = 0.9
Coefficient.Priority2 = 0.7
Coefficient.Priority3 = 0.5
Coefficient.Priority4 = 0.4
Coefficient.Priority5 = 0.3
Coefficient.Priority6 = 0.1

Fig. 5. Mediation policy definition file

consumption so the user can work for a long time. In particulars, when partici-
pants are only mobile devices, it is better for a device with a high battery level
to become a coordinator. In the ACE platform, mobile devices will be targets.
It is necessary to consider the network connection times of nodes as an envi-
ronmental metric. If a device that has not worked for a long time becomes a
coordinator, traffic increases when the coordinator is relocated and then many
messages are transmitted in every time. It is possible to solve this problem by
having a node that has been connected for a long time becomes a coordinator.
Metric dependencies will be different for each application because there are a lot
of environmental metrics for nodes in a P2P network. The ACE platform can
decide the best node by considering several metrics with priority levels.

3.5 Mediation Policy Definition Technique

There are various kinds of collaborative applications such as a videoconferencing,
schedule management, and online games, and the purpose of using a coordinator
is different for each application. For example, videoconferencing or online games
use a coordinator to mediate delays and sequences among nodes. In that case,
if a node connected with a physical network where throughput is low becomes
a coordinator, it will cause bottlenecks. When all nodes are using mobile de-
vices, it is also necessary to consider the topology location and the battery level.
Moreover, a schedule management application needs a lot of processing power
to mediate consistency. In this case, system performance will improve if a node
with low CPU or memory use rate becomes a coordinator. That is, it is neces-
sary to define a policy for deciding a coordinator because the purpose of using
a coordinator is different for different applications. The ACE platform resolves
this problem by considering a few metrics. It defines the number of metrics, the
priority level, and the weight coefficient for each metric as shown in Fig. 5. The
number of metrics determines the number of environment metrics, the metric
priority levels set the priority of metrics corresponding to the purpose of the
coordinator, and the weight coefficients set the weight put on the priority of
metrics.
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3.6 Coordinator Election Technique

In this section, we discuss the technique for electing a new coordinator. First, the
current coordinator decides the node order for each metric using those values it
received from all nodes. The following procedure shows how to decide the central
node order of the topology.

(1) The coordinator makes a connected graph using routing information trans-
mitted by all nodes. When relay nodes that are not participants exist, the
number of these nodes is allocated as the edge weight.

(2) The coordinator makes a minimum spanning tree using a width priority
search that makes itself the starting point and excludes closed paths.

(3) All leaf nodes are removed from that minimum spanning tree. Also, all leaf
nodes are removed from the partial tree.This is repeated until the partial
tree has only one node.

The node order is in descending order from the center, and closed path (2) or
leaf nodes (3) become new orders in order of those appearing. The network, CPU
and memory usage rates are sorted in ascending order using values from each
node. Also the battery level and continuous network connection time are sorted
in descending order. Next, the coordinator and candidate new coordinators are
elected from the ordered node by following procedure.

(1) Order weight Wk is added to the node order for each metric

Wk =
N + 1 − k

N
(k : order, N : nodenumber) (1)

(2) Weight coefficient Cmj is applied to each metric and metric score Si,j is
calculated for each node.

Si,j = Wk × Cmj (i : node, j : metric) (2)

(3) The sum of metrics score SUMi is calculated for each node.

SUMi =
j∑

Si,j (3)

(4) The node with the highest sum is elected as the new coordinator NEW and
the others become candidate coordinators.

NEW = max {SUM} (4)

If the elected coordinator is different from a current one, the change is no-
tified to all members. Also, candidate coordinators are used when the current
coordinator would crash.
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4 Implementation

4.1 ACE Service

The ACE platform is implemented by dividing it from various collaborative ap-
plications. As a result, it can handle various applications without implementing
complicated mediation logic in each application. Figure. 6 shows software ar-
chitecture of the ACE platform. The ACE platform was written in the Java
language to make it applicable to various OSs. It uses the JXTA framework to
compose a P2P network on a Java virtual machine and is implemented as a
JXTA peer group service called ACE Service. Peer group service is composed
of a collection of instances of the service running on multiple members of the
peer group. If any one peer fails, the collective peer group service is not affected.
We implement it as a peer group service for all nodes to use. ACE Service is
composed of four modules: Relocation Module, Peer Manager Module, Metrics
Module, and Mediation Module. The adaptive dynamic coordinator relocation
proposed in this paper is composed of only Relocation Module, Peer Manager
Module and Metrics Module without Mediation Module. The Mediation Module
offers mediation functions for i) synchronization, ii) consistency, iii) sequencing,
or iiii) delay differences.

4.2 Modules

The Relocation Module provides functions for electing a coordinator and relo-
cating it. Functions are implemented according to Basic operation of section 3.2,
Crash detection and a coordinator relocation technique of section3.3, and Media-
tion policy definition technique of section3.5 and Coordinator election technique
of section3.6. The Peer Manager Module is used only by a coordinator, and it
manages the presence and status of participants as a list. A coordinator adds or
updates the status of nodes online when a node joins a peer group and sends its
message. It also updates their status offline when a node leaves a peer group and
sends its message. Moreover, a coordinator removes their status from the list,
if it cannot receive their metric values after waiting for a predetermined time.
The Metrics Module provides a series of functions for operating environment
metrics and ranking them. It is composed of some objects that each stand for
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a metric. And these objects are implemented as distributed objects [13] that
contain data and a series of procedures for operating it. Separating metrics from
other modules enables us to extend metrics and change their implementations
easily. All environment metrics use the same interface (Metric), so that these
metrics can be operated easily. Also, abstract definitions of metric classify each
environment metric according to that feature and simplify metric implementa-
tions. For example, the topology location metric and the network use rate metric
are defined as network metrics, and they defines a each communication method.
Metric objects are transmitted to a coordinator after the metrics values for each
node have been obtained. The coordinator ranks these objects with a ranking
procedure.

4.3 Handling the Delay Between Nodes

If participants are distributed widely in a physical network, then nodes far from
a coordinator experience delays in sending or receiving messages compared with
nearby nodes. Also, if nodes are in an environment where only http communica-
tion is accepted, there is a delay caused by the pooling time or protocol exchange
on a relay node. Thus, there are delay differences between the coordinator and
nodes in communication in an overlay network. Therefore, a coordinator may
judge that a node with a delay cannot send a message and the node joining
a collaboration work space. Even if a long waiting time is set, it is difficult to
decide that value because we cannot predict which network nodes are present.
In ACE Service, the coordinator’s waiting time is the maximum time (response
time of the most delayed node) of RTT from each node plus a fixed time. This
time is also used as the waiting time when each node receives an ACK message
from the coordinator.

5 Evaluation

We evaluated our model by testing whether it could elect a coordinator adap-
tively. In this experiment, we use the CPU metric and the Memory metric as
environmental metrics. The intervals for getting metric values for each node were
set to 50 s and the weight coefficients were set to 0.9 for CPU metric and 0.6 for
Memory metric. Figure. 1 shows experimental environment we used. And then
all node are connected with wired LAN using 100BaseTX. Figure. 7 stands for
the transition of RTT values between a coordinator when adaptive dynamic relo-
cation was used (Pattern1) and not used (Pattern2). The message length of RTT
was set to be 1 KB. In this experiment, three nodes (ACE NodeA, ACE NodeB,
and ACE NodeC) participated in a collaborative work space. ACE NodeA be-
came the coordinator in the first election in both patterns. In Pattern1, the
average RTT value from the beginning of the experiment until the load applied
was 371 ms, the value after 100 s of applying load to NodeA was 1206 ms, and
the value after relocation was 490 ms. That is, when the load was applied, the
RTT value from NodeC to the coordinator (NodeA) was about 81% higher than
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Table 1. Experimental machine

Fig. 7. Progress of RTT value by relocation

before the load was applied to the coordinator. And NodeB which has a low CPU
usage rate, because the new coordinator after the next election. The RTT value
from NodeC to the coordinator (NodeB) decreased by about 61% compared with
after the load was applied. However, the memory usage rate hardly changed for
each node.

On the other hand, in Pattern2, the average RTT value from the beginning
of the experiment to before load application was 413 ms and the value 100 s after
the load was applied to NodeA was 1487 ms. That is, when load was applied,
the RTT value from NodeC to the coordinator (NodeA) increased by about
90% compared with before the load was applied to a coordinator. As a result,
the average RTT value was shortened to 997 ms using the adaptive dynamic
relocation compared with not using it. Although it took 60 s for the coordinator
to be relocated after applying the load, it is possible to relocate the coordinator
in the early stages during an overload by decreasing the metric acquisition and
election intervals.

6 Conclusion

In this paper, we proposed a method of dynamically relocating of the coordinator
which mediates synchronization, consistency, sequencing, and delay differences in
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a P2P network without an explicit server. Our model elects a coordinator using
environmental metrics which change dynamically for each node. We implemented
our model as ACE Service using the JXTA framework and evaluated it. The
results confirmed that ACE Service elects an optimal coordinator among nodes
and relocates it adaptively according to environmental information. In the near
future, we will implement the Mediation Module and test ACE Service using
collaborative applications.
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Abstract. Grid computing aims at integrating geographically distrib-
uted computers and providing ‘super-supercomputers’ that can be seam-
lessly accessed by users all over the world. In peer-to-peer grids, numerous
tasks are distributed to grid nodes in a decentralized fashion. In this case,
two issues of interest are suitable computing mechanisms and the global
performance of the grid, specifically, the dynamics of task distribution
and handling. To address these issues, in this paper we present an agent-
based adaptive paradigm for peer-to-peer grids and further identify two
typical scenarios corresponding to task distribution and handling in this
paradigm. We provide two models to characterize the agent-based sce-
narios. Based on our characterizations, we identify the key features of,
and the effects of, several important parameters on the dynamics of task
distribution and handling in peer-to-peer grids.

1 Introduction

As a departure from traditional IT, grid computing aims at integrating and shar-
ing distributed computer resources and thus providing ‘super-supercomputers’
for users all over the world [1,2,3]. Because grids usually integrate numerous
distributed computers and sometimes it is impossible to organize them in a cen-
tralized architecture, grids in peer-to-peer architectures [1] attract a lot of atten-
tion from researchers. Peer-to-peer grids consist of numerous grid nodes, and the
submitted tasks are distributed to grid nodes without a centralized control or
scheduling mechanism. Thereby, two key issues of research on peer-to-peer grids
are (1) finding a computing mechanism suitable to situations with large-scaled
grid nodes and tasks and (2) examining the dynamics of peer-to-peer grids as
well as emergent global behaviors. This paper will address these issues.

1.1 Peer-to-Peer Computing Architecture

Peer-to-peer computing has quickly emerged as a new paradigm for developing
distributed, Web-based systems [4]. Peer-to-peer systems consist of distributed
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and decentralized components, called nodes, which usually have the same roles,
responsibilities, and symmetric communications among them [5]. Such systems
are mainly designed to share files among distributed computers at the beginning
stage of peer-to-peer computing. In [4], Ge et al. designed a mathematical model
for characterizing the behavior of peer-to-peer file sharing systems. Currently,
researchers have begun to explore new applications of peer-to-peer computing.
Many large projects, such as JXTA [6], have been started during the past several
years. In addition, research on peer-to-peer grids [1] is also one of the important
branches of peer-to-peer computing.

1.2 Agent-Based Peer-to-Peer Systems

Agent-based systems have been widely used in peer-to-peer computing [5,7]. It is
regarded as a perfect match to integrate peer-to-peer computing and agent-based
systems [5,8], because “since their inception, multi-agent systems have always
been thought of as networks of peers” [8]. By observing the perfect match as well
as the potential benefits, Li et al. have developed an agent-based platform, called
A-peer, to facilitate the deployment of agents in a peer-to-peer environment [7].
In peer-to-peer grids, it is locally determined, according to some requirements, to
distribute tasks to grid nodes. This can be implemented by agents and their local
behaviors. Based on this observation, in this paper, we present an agent-based
peer-to-peer computing paradigm in grids.

1.3 Problem Statements

As we mentioned above, in peer-to-peer grids, continuously submitted tasks are
distributed to numerous grid nodes in a decentralized fashion. Facing such a
situation with large-scaled tasks and grid nodes and hence involving some un-
certainty, what we primarily concern are how to provide a scalable computing
mechanism for peer-to-peer grids and then how to examine their global dynamics
in depth. This paper will address these two issues. Specifically, the latter issue
can be investigated in two typical scenarios: (1) Given a short time interval dur-
ing which no new tasks are submitted and no old tasks are handled, can we
provide a macroscopic model to characterize the dynamics of task distribution?
(2) Given a long time interval during which some new tasks are submitted and
some old tasks are handled at each step, can we provide a model to characterize
the dynamics of task handling?

1.4 Organization of the Paper

The rest of the paper is organized as follows: In Section 2, we describe an agent-
based grid computing paradigm. In Sections 3 and 4, we present two macroscopic
models to characterize the dynamics of task distribution and handling in two
identified scenarios. Through case studies, we validate the effectiveness of our
models. We also show our observations and analyze the corresponding mech-
anisms. Section 5 concludes the paper and presents the directions for future
work.
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2 Agent-Based Computing Paradigm in Peer-to-Peer
Grids

In this section, we will provide an agent-based computing paradigm in peer-to-peer
grids. Our computing paradigm and following models are inspired by the differen-
tial equation based modeling work in [9,10].

In our paradigm, we employ agents to carry tasks. Then, the movements of
agents correspond to the transports of tasks among grid nodes. When a task is sub-
mitted to a grid, an agentwill be generated to carry it. Each agent carries a task and
wanders on the network of grid nodes to search for an idle node to form a new agent
team1, or an existing agent team to join and queue. Here, we define the period of
time that an agent spends on wandering before it joins an idle node or an existing
agent team as time delay. An agent prefers to join a short team rather than a long
team because of the possibly long waiting time. Specifically, in our models, we set a
maximum size for agent teams. Agents will not join teams with the maximum size.
Globally, how many wandering agents join teams of a certain size depends not only
on the number of currently wandering agents, but also on the numbers of currently
existing teams of various sizes. In this sense, our models are adaptive.

After having joined a team, an agent can also decide to leave the team and move
to other nodes because, as we have mentioned above, it prefers to queue at a short
team. Note that in the proposed paradigm, agents are assumed to be memoryless.
In other words, the experience of an agent will not affect its following behaviors.
According to the above description, an agent has three main behaviors:wandering,
queuing, and leaving. In order to have its task handled, an agent must be served by
one of the grid nodes. An agent only has local information about the sizes of teams,
where it is queuing or which it encounters while wandering. It does not have the
global knowledge of the whole grid. After an agent queues at the first place of a
team for a unit of service time, its task will be handled and then the agent itself will
disappear from the gird environment automatically.

It should be pointed out that this paper will focus on a peer-to-peer minigrid
environment the sameas in [11],where (1) gridnodes arehomogeneous, andprovide
the same services; and (2) tasks are divided into independent subtasks with the
same size before they are submitted to the grid. In addition, we assume that (1)
agents follow the same strategies of wandering, queuing, and leaving; and (2) time
delay and service time are positive constants.

3 The Dynamics of Task Distribution

This section will provide a macroscopic model to describe agent-based task dis-
tribution scenario, where the total number of tasks as well as the total number
of agents remain unchanged over time. This means, during the process of task
distribution, (1) no new tasks are submitted to the grid environment. Hence,
no new agents are generated; (2) no tasks are finished. Accordingly, no agents
disappear.
1 In the paper, we refer to the queuing agents at a grid node as an agent team.
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3.1 Characterizing the Process of Task Distribution

Our following model will focus on characterizing the number of wandering agents
as well as the number of agent teams of different sizes. Let q0 be the number
of wandering agents, qs be the number of agent teams of size s, and m be
the maximum team size. Then, we should have qs ≥ 0 (0 ≤ s ≤ m). This is a
prerequisite of our model. According to the above description of task distribution
scenario, we have the following general model:

dq1(t)
dt

= j0q0(t) − j1q1(t) + l2q2(t) − l1q1(t),

dqs(t)
dt

= js−1qs−1(t) − jsqs(t) + ls+1qs+1(t) − lsqs(t) (1 < s < m), (1)

dqm(t)
dt

= jm−1qm−1(t) − lmqm(t),

dq0(t)
dt

=
m∑

s=1

lsqs(t) −
m−1∑
s=0

jsqs(t),

where coefficients js (0 ≤ s < m) and ls (0 < s ≤ m) are adaptive with the
real-time agent distribution. They are functions as follows:

0 ≤ js

(
q0(t), q0(t − τ); q1(t), · · · , qm−1(t)

)
≤ 1 and 0 ≤ ls

(
qs(t)

)
≤ 1. (2)

In (1), the first three equations characterize the quantitative changes of teams
of size 1, s (1 < s < m), and m, respectively; The last equation characterizes
the quantitative change of wandering agents. To better understand the equation
system, here we will give some more detailed descriptions. First, let us see the
second equation, which is a general one. In the second equation,

1. js−1qs−1(t) − jsqs(t) describes the quantitative change of teams of size s
caused by wandering agents’ joining at certain teams. Specifically, js−1qs−1
(t) denotes that there are js−1qs−1(t) teams of size s − 1, each of which has
an agent beginning to wander from time t − τ 2,3 joining at time t. Then,
these teams become teams of size s. Therefore, the number of teams of size
s will increase with js−1qs−1(t). jsqs(t) is similar.

2. ls+1qs+1(t) − lsqs(t) describes the quantitative change of teams of size s
caused by queuing agents’ leaving. Specifically, ls+1qs+1(t) denotes that at
time t, the last agents at ls+1qs+1(t) teams of size s + 1 leave. Accordingly,
these teams become teams of size s. The number of teams of size s will
increase with ls+1qs+1(t). lsqs(t) is similar.

The first equation is a special case, where j0q0(t) denotes that j0q0(t) wander-
ing agents from time t − τ meet idle nodes at time t and form new teams of
2 We refer to an agent beginning to wander from time t − τ as an wandering agent

from time t − τ .
3 Here, time t − τ is manifested in the coefficient function js−1(·).
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size one. Then, the number of teams of size one increases with j0q0(t). As com-
pared with the second equation, the third equation misses two terms, −jmqmt
and lm+1qm+1(t), because there are no teams of size m + 1 and no agents will
join teams of size m. The fourth equation describes the quantitative change of
wandering agents where,

∑m
s=1 lsqs(t) denotes the total number of agents that

leave teams of various sizes;
∑m−1

s=0 jsqs(t) denotes the total number of wander-
ing agents from time t − τ , which meet certain existing teams and join them to
queue at time t, or meet idle nodes and form new teams of size one at time t.

Now, let us explain the meanings of js(·) and ls(·) (0 ≤ s ≤ m) in detail:

1. js(q0(t), q0(t − τ); q1(t), · · · , qm−1(t)) denotes the rate of teams of size s,
which agents, beginning to wander at time t − τ , join at time t. The reason
why js(·) is related to q0(t) and q0(t−τ) as well as q1(t), · · · , qs(t), · · · , qm−1
(t) is that at time t, some wandering agents from time t − τ meet idle nodes
and form teams of size one, or join existing teams of various sizes. General
speaking, the more teams of size s, the more chances with which wandering
agents join them, thus the larger js. Therefore, rate jss should be determined
by the numbers of wandering agents at time t−τ and t, as well as the numbers
of various teams. Here, τ > 0 denotes time delay.

2. ls(qs(t)) denotes the rate of teams of size s, whose last agents leave at time
t. It only depends on the number of teams of size s at time t.

According to their specific meanings, js(·) and ls(·) (0 ≤ s ≤ m) are subject to
the following constraints:

1. Constraints about {js} (0 ≤ s ≤ m):

m−1∑
s=0

js · qs(t) ≤ q0(t) and
m−1∑
s=0

js · qs(t) ≤ q0(t − τ). (3)

The above two constraints denote that the number of wandering agents from
time t−τ , which form new teams of size one or join existing teams of various
sizes at time t, should be less than or equal to the total number of wandering
agents from time t − τ as well as the number of wandering agents at time t.

2. A constraint about js and ls (0 ≤ s ≤ m):

0 ≤ js · qs(t) + ls · qs(t) ≤ qs(t). (4)

where js ·qs(t) denotes the numbers of teams of size s, which have wandering
agents joining; ls ·qs(t) denotes the numbers of teams of size s, where the last
agents leave. The above constraint indicates there is only a part of teams of
size s, where either some wandering agents join or the last agents leave.

3.2 Case Studies

In this subsection, we will through case studies validate that our model is effective
in characterizing the process of task distribution. Meanwhile, we will examine
the dynamics of task distribution.
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For the sake of illustration, this subsection will set m = 2. According to
the constraints on jss and lss discussed in the previous subsection, we can set
parameter functions j0(t), j1(t), l1(t), and l2(t) as follows:

j1(t) =

⎧⎨
⎩

0, if f(t, τ) = 0 or q1(t) = 0,
p1 · f(t, τ)/q1(t), if q1(t) > f(t, τ),

p2, otherwise,
(5)

j0(t) =
{

0, if f(t, τ) = 0,
p4 · (1 − j1(t)q1(t))/f(t, τ), otherwise, (6)

l1(t) = p3 · (1 − j1(t)), and l2(t) = p5. (7)

where f(t, τ) = min(q0(t − τ), q0(t)), pi (i = 1, · · · , 5) can be functions with a
range of [0, 1] or constants in [0, 1]. Without loss of generality, in the following
case studies, we set them as constants.

Non-negativeness and Global Stability. Since q0(t) and qs(t)(1 ≤ s ≤
m) denotes the number of wandering agents and the number of teams of size
s, respectively, they should be non-negative. Moreover, according to [12], the
process of load balancing will tend to a steady state finally. In the following, we
will through a case study show that our task distribution model possesses the
above two properties, namely,

1. Non-negativeness: q0(t), q1(t), and q2(t) remain non-negative as t > 0.
2. Global Stability: q0(t), q1(t), and q2(t) tend to unique steady states as t

increases.

Case Study 1. In this case study, we set S(0) = 1000, τ = 0, p1 = 0.1, p2 =
0.1, p3 = 0.1, p4 = 0.3, and p5 = 0.2. It contains five cases with different initial
agent distributions: Case 1: q0(0) = 1000, q1(0) = 0, and q2(0) = 0; Case 2:
q0(0) = 0, q1(0) = 1000, and q2(0) = 0; Case 3: q0(0) = 0, q1(0) = 0, and
q2(0) = 500; Case 4: q0(0) = 100, q1(0) = 100, and q2(0) = 400; Case 5:
q0(0) = 300, q1(0) = 300, and q2(0) = 200.

From the results shown in Figure 1, we can note that:

1. For all cases, their q0(t), q1(t), and q2(t) curves remain non-negative during
the process of task distribution. For each case, its q0(t), q1(t), and q2(t) curves
monotonously converge to steady states. All cases take around 30 time units
to converge to a unique steady state where q0(t) = 210, q1(t) = 580, and
q2(t) = 105. According to the setting of pi, we can note that averagely j0(t)
is greater than j1(t), l1(t), and l2(t). That means agents prefer to form teams
of size one, rather than wander or queue at teams of size two. This is the
reason why at the final steady state, there are relatively more agent teams
of size one.
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Fig. 1. Case Study 1: Task distribution

2. Let us take Case 4 as an example to show the working mechanism of our
model. At the beginning, as compared with the numbers of wandering agents
and agent teams of size one, there are too many agents queuing at teams of
size two. Therefore, some queuing agents at those teams leave and become
wandering agents. At the same time, those teams become new teams of size
one. Here, we should note that while some queuing agents at teams of size
two leave, there are also some wandering agents that join existing teams of
size one and form new teams of size two. However, the number of the former
is relatively greater than that of the latter. This explains why q2(t) curve
decreases whereas q0(t) and q1(t) curves increase gradually.

Remark 1. Through the above and other case studies (not presented), we have
the following observations: (1) No matter what the initial agent distributions are,
the numbers of wandering agents and queuing agents at various teams always
keep non-negative during the process of task distribution, and finally converge
to unique steady states; (2) Given a setting of parameters p1, p2, p3, p4, and p5,
all different initial agent distributions always converge to a unique balanced and
steady state; (3) The final steady distribution depends on the setting of p1, p2,
p3, p4, and p5. Different settings lead to different final agent distributions; (4)
The number of steps taken to converge depends on the setting of p1, p2, p3, p4,
and p5.

Time Delay. In the following, we will examine the effects of time delay on the
process of task distribution.

Case Study 2. In this case study, we set S(0) = 1000, p1 = 0.1, p2 = 0.1,
p3 = 0.1, p4 = 0.3, p5 = 0.2, q0(0) = 100, q1(0) = 100, and q2(0) = 400.
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Fig. 2. Case Study 2: Time delay

The results are shown in Figure 2. For the sake of space limitation, we will
not elaborate on the details of the figure.

Remark 2. In light of Case Study 2, we can observe the following phenomena:
(1) Even if taking into account time delay, the final agent distribution, i.e., the
final steady state of task distribution, does not change with different values of
time delay; (2) Time delay plays a linear role. In the case of considering time
delay, the time units that the process of task distribution takes to converge
are the summation of time delay and the time units needed in the case of not
considering time delay.

4 The Dynamics of Task Handling

In this section, we try to characterize the dynamics of task handling in the
task handling scenario, where (1) there are some new tasks submitted to the
grid environment at the beginning some steps. Accordingly, the same number of
agents are generated to the grid environment; (2) at each step, some old tasks,
which have queued at the first places of certain teams for a unit of service time,
are finished. Therefore, the corresponding agents disappear from the grid en-
vironment automatically. As compared with the task distribution scenario, the
task handling scenario is more general and more realistic. The task distribu-
tion scenario can be regarded as a relatively small locality of the task handling
scenario.

4.1 Characterizing the Process of Task Handling

Given the above description, we can extend our task distribution model to the
following new one:
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dq1(t)
dt

= j0q0(t) − j1q1(t) + l2q2(t) − l1q1(t) + f2q2(t) − f1q1(t),

dqs(t)
dt

= js−1qs−1(t) − jsqs(t) + ls+1qs+1(t) − lsqs(t) + fs+1qs+1(t) − fsqs(t),

dqm(t)
dt

= jm−1qm−1(t) − lmqm(t) − fmqm(t), (8)

dq0(t)
dt

=
m∑

s=1

lsqs(t) −
m−1∑
s=0

jsqs(t) +
{

g(t) t ≤ T
0 t > T

,

where,

1. fs+1qs+1(t)−fsqs(t), called “task handling” term, describes the quantitative
change of teams of size s, because some queuing agents at the first places
have been handled. Specifically, fs+1qs+1(t) denotes that fs+1qs+1(t) teams
of size s+1 at time t−λ become teams of size s, because the tasks carried by
their first agents are handled. Therefore, the number of teams of size s will
increase with number fs+1qs+1(t). Here, λ > 0, called service time, denotes
the time units to finish a task.

2. T ≥ 0, called time threshold, denotes the time point before which new tasks
are submitted to the grid and accordingly new agents are generated to carry
them.

3. g(t) denotes the number of new tasks submitted at time t < T .

Specifically, in (8), fs (1 ≤ s ≤ m) has the following form:

0 ≤ fs(qs(t), qs(t − λ)) ≤ 1, (9)

where denotes that the rate of agent teams of size s, which have a task finished,
is dependent on the numbers of agent teams of size s at time t − λ and t. In
other words, fs(·) is adaptive. According its meaning, fs (1 ≤ s ≤ m) has the
following constraints:

fs · qs(t − λ) < qs(t) and fs · qs(t) < qs(t − λ). (10)

4.2 Case Study

This section will through case studies validate the effectiveness of our model
in characterizing the process of task handling and study the dynamics of task
handling.

In this section, we will also set m = 2. To satisfy the constraints discussed
above, we can set parameter functions f1(t) and f2(t) as follows:

f1(t) =
{

p6 · h1(t, λ)/q1(t), if h1(t, λ) > 0,
0, if h1(t, λ) ≤ 0,

(11)

f2(t) =
{

p7 · h2(t, λ)/q2(t), if h2(t, λ) > 0,
0, if h2(t, λ) ≤ 0,

(12)
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where h1(t, λ) = min(q1(t − λ), q1(t)), h2(t, λ) = min(q2(t − λ), q2(t)), p6 and
p7 can be functions with a range of [0, 1] or constants in [0, 1]. In our later case
studies, we set them as constants. Without loss of generality, we set g(t) = 300.

Case Study 3. This case study aims at examining the effectiveness of our task
handling model as well as the effect of time threshold T . The parameters are set
as follows: S(0) = 1000, τ = 0, λ = 30, p1 = 0.1, p2 = 0.1, p3 = 0.1, p4 = 0.3,
p5 = 0.2, p6 = 0.1, p7 = 0.2, q0(0) = 100, q1(0) = 100, and q2(0) = 400.

We can note from the results in Figure 3 that:

1. For all cases of time threshold T , their q0(t), q1(t), and q2(t) curves converge
to zero finally. That means all tasks are handled and corresponding agents
disappear at last. At the same time, all curves remain non-negative. These
are necessary conditions of the effectiveness of our characterization on task
handling.

2. In all cases of T , we can observe two stages on all curves: an increasing
stage and a decreasing stage. Due to T �= 0 and λ �= 0, that means at
the beginning T steps there are new tasks submitted, but no old tasks are
finished, therefore all curves increase at this stage. After T and λ exceed the
preconcerted values, because no new tasks are submitted and at the same
time some old tasks are handled, all curves begin to decrease and finally
converge to zero4.

3. For different T , q0(t), q1(t), and q2(t) curves reach their peaks at different
time. The larger the time threshold T , the later the time when the curves
reach their peaks.

Remark 3. From Case Study 3 and some other case studies (not presented), we
observe that: (1) All curves corresponding to the numbers of wandering agents
and various agent teams converge to zero eventually. That means all agents
automatically disappear finally as all tasks are handled. Meanwhile, all curves
keep non-negative. These two points are necessary conditions of the effectiveness
of our model; (2) Service time λ and parameters p6 and p7 mainly determine
the speed of task handling: the smaller the service time λ, the faster the speed
of task handling; the larger parameters p6 and p7, the faster the speed of task
handling. These are consistent with the (physical) meanings of λ, p6, and p7;
(3) Time threshold T only affects the total number of tasks handled. A larger
T indicates there are more tasks to be handled; (4) The effects of time delay in
the task handling model is the same as those in the task distribution model. It
only linearly prolongs the time to handle all tasks.

4 Note that all q2(t) curves have a minor decreasing stage during the first 4 steps. It is
caused by the following reason: at the beginning, as compared with the numbers of
wandering agents and agent teams of size one, there are relatively more agent teams
of size two, therefore some agents will leave these teams to wander and these teams
become teams of size one. This can also observed in Figure 1.
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Fig. 3. Case Study 3: Task handling

5 Conclusions

Grid computing aims at sharing and integrating distributed computational re-
sources and data resources. In grid computing, peer-to-peer grids are of special
interest. In peer-to-peer grids, tasks are distributed to lots of grid nodes in a
decentralized fashion. Facing such a large-scaled task allocation problem, this
paper tried to provide a suitable computing mechanism and then examine the
global dynamics of peer-to-peer grids. Specifically, we first presented an agent-
based computing paradigm for peer-to-peer grids. We then provided two models
to characterize two typical scenarios in this paradigm, i.e., task distribution sce-
nario in short time intervals and task handling scenario in long time intervals.
Through case studies, we validated the effectiveness of our models under differ-
ent conditions, including initial agent distributions, time delay, etc. At the same
time, we observed some key features of the dynamics of task distribution and
handling.

Regarding the future work, we have the following two directions:

1. The paper addresses a special peer-to-peer grid computing scenario, where
all grid nodes provide the same services and all tasks need the same services.
In our future work, we need to relax the above restrictions on grid nodes
and tasks so as to extend our model to a more general scenario, where both
grid nodes and tasks can be heterogeneous.

2. In the paper, we analyzed our model through case studies. As the next step,
we will develop a real platform so as to experimentally simulate and then
validate our proposed computing paradigm as well as task distribution and
task handling models.



184 X. Jin, J. Liu, and Z. Yang

References

1. Berman, F., Fox, G., Hey, T., eds.: Grid computing: making the global infrastruc-
ture a reality. John Wiley and Sons (2003)

2. Foster, I.: Internet computing and the emerging grid. Nature Web Matters (2000)
http://www.nature.com/nature/webmatters/Grid/grid.html.

3. Foster, I., Kesselman, C., eds.: The Grid: Blueprint for a new computing infrastruc-
ture. Morgan Kaufman (1999)

4. Ge, Z., Figueiredo, D.R., Jaiswal, S., Kurose, J., Towsley, D.: Modeling peer-peer
file sharing systems. In: IEEE INFOCOM 2003 – The Conference on Computer
Communications. Volume 22. (2003) 2188–2198

5. Overeinder, B.J., Posthumus, E., Brazier, F.M.: Integrating peer-to-peer network-
ing and computing in the agentscape framework. In: Proceedings of ICP2PC’02,
Linkoping, Sweden (2002) 96–103

6. Gong, L.: JXTA: A network programming environment. IEEE Internet Computing
5 (2001) 88–95

7. Li, T.Y., Zhao, Z.G., You, S.Z.: A-peer: An agent platform integrating peer-to-peer
network. In: Proceedings of CCGRID’03, Tokyo, Japan (2003) 614–617

8. Moro, G., Ouksel, A.M., Sartori, C.: Agents and peer-to-peer computing: a promis-
ing combination of paradigms. In: Proceedings of the 1st International Workshop
on Agents and Peer-to-Peer Computing. Volume 2530., Springer (2003) 1–14

9. Lerman, K., Shehory, O.: Coalition formation for large-scale electronic markets.
In: Proceedings of ICMAS 2000. (2000) 167–174

10. Lerman, K., Galstyan, A., Martinoli, A., Ijspeert, A.J.: A macroscopic analytical
model of collaboration in distributed robotic systems. Artificial Life 7 (2001) 375–
393

11. Liu, J., Jin, X., Wang, Y.: Agent-based load balancing on homogeneous minigrids:
Macroscopic modeling and characterization. IEEE Transactions on Parallel and
Distributed Systems (in press) (2004)

12. Wang, Y., Liu, J., Jin, X.: Modeling agent-based load balancing with time delays.
In: Proceedings of IAT-2003, Halifax, Canada (2003) 189–195



Peer-to-Peer Computing in Distributed Hash
Table Models Using a Consistent Hashing

Extension for Access-Intensive Keys

Arnaud Dury

Centre de Recherche en Informatique de Montral,
550 rue Sherbrooke Ouest,

Montral, H3A 1B9, Qubec, Canada
Arnaud.Dury@crim.ca

Abstract. Classical distributed computing projects generally use a spe-
cialized client/server model. Recent approaches, such as BOINC, favor
instead the development of distributed computing platforms, relying on a
generic client/server model. We propose a fully decentralized computing
model, considering all participant as peers that can submit personalized
computing tasks to any number of other peers currently offering their
services, listed in a peer directory. Our model is built upon Chord, a
particular Distributed Hash Table. Chord allows load balancing of the
number of keys per node, but offers no way to balance the bandwidth
load of a frequently accessed key, such as a peer directory. Our model
extends Chord with load-balancing of those access-intensive keys. We
present a modelization of the bandwidth and storage costs of our model
and experimental performance results using a variable number of peers,
tasks, tasks time, and a variable ratio of contributors and solicitors roles
among peers.

1 Introduction

Distributed computing is a tool used in a growing number of research fields:
mathematics [1][2], biology [3], radio-signal analysis [4], protein folding [5], [6],
genome analysis [7], [8], meteorological previsions [9], crypto-analysis [10] and
others. These works are performed in a massively distributed manner, using
idle time from computers of generous contributors over Internet. But for their
popularity, the number of participants is still limited by the absence of tangible
rewards for the contributors, and the barriers of entry for any new project are
high. We present in this paper a Peer-to-Peer model for distributed computing
addressing these two issues, based on distributed directories over a Distributed
Hash Table (DHT). We propose a new solution for the handling of the ”hot
spots”1 such directories generate, and for which classical caching algorithms in
P2P systems are not applicable. We present a theoretical modelization of the
1 Hot spots are keys in a DHT so frequently accessed that they introduce network

congestion for the nodes responsible for them.
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bandwidth and storage cost or our model, and we relate this modelization to
experimental results. The first part introduce our model, which extends the
consistent hashing used in Distributed Hash Table to balance the load of keys
that are both frequently read and frequently modified. We present a study of
performance of our model, by modelization and experiments, and we conclude
on the possible use and future extensions.

2 Network Efficient Nodes Discovery in a Distributed
Hash Table

The two main concepts of our model are the indexing of idle contributors nodes
and solicitors nodes in two distributed directories over a Distributed Hash Table
(DHT), and the use of the same DHT to store computed results as soon as they
are produced, if their originator is not connected. We developed a distributed
directory model, that offers load balancing of the bandwidth among the nodes,
and provides exhaustive answers to queries while preventing the flooding of the
network. We chose the DHT model (Chord, more precisely) over more classical
approaches such as Gnutella [11], Napster [12] or FreeNet [13], because DHT
models offer provable communication costs, provable stability under nodes join
and leave and support for both Read and Write operations. A distributed com-
puting system can have at times an excess of contributors, and at other times a
excess of solicitors. Our model uses two distributed directories, one for solicitors
and one for contributors. When a contributor node joins the network, it checks
for existing solicitors in the solicitors directory. If any are found, it will contact
one of them, chosen randomly, to collect units to process. If none are found, the
contributor will register itself to the contributor directory. The same principle
applies when a solicitor joins the network. In a DHT, an information is stored
under a key, on a certain node. The bandwidth of the node storing the directory
will quickly become saturated, because it will receive all the requests made by
all the nodes of the system. The load balancing present in Chord is a balancing
of the number of keys among the nodes, but not a balancing of the load access
to a particular popular key. While caching extensions to Peer-to-Peer systems
(such as [14]) have been proposed to solve this problem of ”hot spots”, or highly
accessed keys, they are not applicable to directories: in a period of high activ-
ity, nodes may enter and leave them frequently, and caching is inefficient in the
case of frequently modified data. We present an alternative and more efficient
method, based on an extension of consistent hashing.

3 Segmentation of an Access-Intensive Key over a
Consistent Set of Linked Nodes

Chord associate to each key Ki a hash code Hi using a function Hash(Ki) = Hi.
The node ωi responsible for Ki is the node whose identifier is the closest to
Hi when proceeding in a clockwise manner from Hi on the identifier ring.
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Fig. 1. Segments choice strategy (left) - Number of messages per request (right)

We propose in this paper to extend this hashing from Hash(Ki) = Hi to
Hash(Ki) = {Hj : Hj = φ(Hash(Ki), j), 1 ≤ j ≤ k}. We construct φ such
as φ(Hash(Ki), 1) = Hash(Ki), and in such a way that the values returned
by φ can be computed independently by any node of the system. The function
φ should not need any meta-information stored in the DHT, because the node
storing this meta-information would become the new saturated node. We use the
name ”segmented list” for the set of nodes {ω1, ω2, ..., ωk} that are responsible
for the hash code H1, H2, ..., Hk, the name ”segment” for each of these nodes
to differentiate them from others nodes of the system, and the name ”segment
population” to define the number of identifiers stored in a segment. Each of the
segments is linked to the next one, in a circular manner 1. A nodes directory is
thus a named, segmented list. The choice of the φ function embodies the strategy
for the key distribution. The strategy we choose tries to avoid the use of nodes
already responsible for the replication of another part of the same list by allo-
cating further segments of the list to segments currently as far as possible from
the existing ones (see 1). The function φ is thus only based on the key hash code
(defining the location of the first segment location on the ring) and the number of
segments (or ”hops”), and can be computed independently by any node. A node
willing to register randomly chooses a segment number from 1 to the estimated
bound of the number of segment. This random choice will make nodes spread the
load on the directory key over the sets of segments responsible for it. The bound
will be computed using the number of nodes per segment, which is a parameter
of the system, and the estimated total number of nodes in the system, which is
impossible to compute precisely, but for which we can obtain a good estimation.
In a Chord ring, each node maintains an index table of successors at successive
power of two from them. Each node ωi compute the angular density of nodes
on the ring, using data from its index table. Assume l is the number of entries
in the index table of ωi, idxi[l] is the last entry, and Θ(ωa, ωb) is the angle from
ωa to ωb on the ring. The angular density d is calculated as 2l

Θ(ωa,idxa[l]) . The

total number of nodes is then estimated by T = 360× d = 360×2l

Θ(ωa,idxa[l]) . We note
β the maximal segment population. The total number of segments is thus T

β . A
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registration request to a directory of name Ki is sent to the node responsible for
the hash code φ(Hash(Ki), j) where j is chosen randomly in the [1, T

β ] interval.
The node receiving this request will register the node if its local population is
under β, and will confirm to the subscribing node that its registration is done.
If the node has reached its maximal population, it will forward the request to
the next node in the chain, until a suitable one is found. Directory lookups fol-
low a similar method, while directory removal is a direct communication to the
corresponding segment.

4 Theoretical Modelization

We introduce a modelization of memory and bandwidth costs associated with
two models: the DHT storing the whole index in one node, and our model using a
segmented list that can be accessed at any segment. T is the number of nodes in
the system. Each node can act as a contributor or a solicitor whenever it wants. L
is the number of nodes that are solicitors (provider of works units) (L ≤ N). Δ is
the average time of computation for a work unit in seconds. U is the total number
of work units to compute. B is the maximal upload bandwidth consumed. S is
the size of request and reply packet. We assume S = 1500 bytes. β is the maximal
population of a segment. 1 ≤ β ≤ T . Assuming that U � T , we compute the
bounds of the memory and bandwidth imposed to the node storing the directory
for a classical DHT, during a period of d = 1 seconds. This node will store every
identifier of the system. We assume these identifiers consume m bytes each. The
memory consumed is thus M = T∗m

1024 Kb. The node responsible for the key will
also answer directory look-ups. We compute the upload bandwidth (bandwidth
used for replying to request) for this node: B = d ∗ T

Δ ∗S bytes per second. Such
a model can keep with at most : T = B∗Δ

d∗S nodes. Assuming a connexion with a
upload bandwidth limit of 512 kbit/s (optimistic upper limit of most broadband
ADSL lines), and assuming Δ = 60s on average, the maximal supported number
of nodes is slightly over 2600.

4.1 Linked List

Using a linked list of nodes, the first ones of which would be the one directly
responsible for the key, would be useless: the memory constraints for each node
would be lessened to M = T∗m

1024∗T
β

= m∗β
1024Kb, but the bandwidth load would stay

the same for the head of the list. The memory requirements for our directory
model are the same than in the linked list case. There is thus no theoretical
limit to the number of nodes that the system can accommodate, memory-wise,
because in an extreme situation each node may be responsible for as many or as
few identifiers as we choose.

4.2 Worst, Best and Average Cases

We study the new bandwidth requirements, under worst-case, best-case and
average-case situation. In the worst case scenario, new nodes willing to act as
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solicitors arrive constantly while all the contributors are occupied: no request
can be satisfied, and each one has to go through all the nodes of the list. But in
this case, each solicitor will only generate one request before subscribing itself
to the solicitors list, and entering a wait state. In most conditions, the arrival
of new solicitors can be assumed to be spread over time. So even in this worst
case, the system would probably stay efficient due to its use of a double direc-
tory structure, avoiding too many active polling for resources. In the best case
scenario, the system is in the following state: no segment of the list ever becomes
empty, due to a sufficiently large number of contributors. In this situation, each
contributor request is answered immediately by the first segment receiving it.
The bandwidth generated by the request is minimal, and the system can ex-
pand indefinitely. In the average case scenarion, the system stays between the
two previous extremes. A number of contributors register as idle each second,
and a number of solicitors send requests each second. We model the equilibrium
case, with an average equal number of registration and request per second. We
compute the total consumed bandwidth, in number of messages, to answer R
simultaneous requests from a segmented list containing R identifiers. We assume
that the R requests will be answered before any new contributor arrives. Let α be
the number of segments in the chain: α = T

β . A solicitor requesting a contributor
identifier send its request to any node of the segmented chain, and this message
is forwarded until an answer is found. The total number of messages produced
depends on the density of contributors identifiers available in the chain. We con-
sider a request reaching a randomized segment. To simplify the model we restrict
ourselves to the case where R ≤ β. For one identifier, the chance to be absent
from the first segment reached by the request is ψ1 = α−1

α . The chance to be
absent from the segment i of the list, knowing that the i − 1 previous segments
are empty is ψi = α−i

α−i+1 . The segment i is empty if all of the R identifiers are
absent. Using the assumption R ≤ β, there is no dependency between the loca-
tion of an identifier and the locations of the others. The probability Ψi(R) that
the first i segments are empty is thus: Ψi(R) = ψR

i = ( α−i
α−i+1 )R. We compute

now the chance to discover at least one identifier in the segment i after having
traversed the first i − 1 empty segments as : λi(R) = 1 − Ψi(R) = 1 − ( α−i

α−i+1 )R.
Now we can compute the average number of requests messages generated by one
request for a contributor identifier. The request have a probability λ1(R) to be
satisfied by the first segment asked, thus generating only one request message
(the initial request itself). If unsuccessful (with a probability 1 − λ1(R)), the
request then have a probability λ2(R) to be satisfied by the second segment,
thus generating two requests messages, the first request, and its retransmission
from the first segment asked to the segment one. The probability for the request
to be satisfied after s ≤ α steps is thus Satis(s) = λs(R) ×

∏s−1
δ=1(1 − λδ(R)).

We assume than the distribution of identifiers stays homogeneous after each re-
quest has been satisfied. This assumption implies that there is a redistribution
of the identifiers after each request is processed, which is not the case. We are
overestimating the homogeneous spread of identifiers. We compute thus M , a
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lower bound of the average number of messages needed to answer one request,
while there are R identifiers left in the chain.

M(R) =
α∑

s=1

s × Satis(s) (1)

=
α∑

s=1

(
s × λs(R) ×

s−1∏
δ=1

(1 − λδ(R))

)
(2)

=
α∑

s=1

(
s × (1 − (

α − s

α − s + 1
)R) ×

s−1∏
δ=1

(
α − δ

α − δ + 1
)R

)
(3)

The total number of messages produced to answer R requests is thus
∑i=R

i=1
M(i). We show on the figure 1 the predicted average number of messages needed
to process one request, over a variable number R of requests for a list of R
identifiers present in the list of contributors of 10 segments, and a maximal
segment population of 20. This scenario is our equilibrium state scenario describe
previously. Our model predicts an interesting property: the higher the number
of requests received in an equilibrium state, the lower the average number of
messages needed to answer each one is, given a fixed number of segments and
a fixed segment population. We will show how the experimental results confirm
this modelization.

5 Experimental Results

We use a Network Simulator we built in Java, that allows us to parametrize the
connexion speed between each pair of machines. We coded our DHT model on
top of this simulator. All the computations at each node are simulated (time
taken and results size are parametrized). There is no packet loss, congestion
only lead to longer delay between machines. All nodes have the same computing
power, all units take the same time to be computed and all nodes have the same
bandwidth, that of a high-speed ADSL connexion. We show the experimental
results obtained with our model, using a variable population of nodes, units
and computation time and a variable mix of contributors versus solicitors. The
upper-left figure 2 shows the acceleration factor with a variable number of nodes,
from which only one acts also a solicitor, Δ = 3000 seconds and U = 3000. The
upper left figure 2 shows the acceleration factor with T = 300 nodes, U = 3000
units and a variable unit-time. These results show that the acceleration factor is
near the number of nodes when the unit computation time is high, which makes
sense as the P2P infrastructure introduces delays of its own, which have more
impact with short computation times tasks. Acceleration factor is higher then
the number of units is a multiple of the number of nodes2.

2 301 units computed with 300 nodes will take Δ more seconds than 300 units com-
puted on the same number of nodes.
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Fig. 2. Acceleration factor. Overhead of the system over a variable number of units.

On the middle-right figure 2, we see that the simulation confirms our theo-
retical model: the higher the number of units, the lesser the communication cost
per unit is, keeping the number of nodes the same. The cost decreases as long
as there is more nodes than units, and then stabilizes, because solicitors stop
emiting new requests and start using their own directory.

6 Conclusion and Future Works

We introduced a new model for the efficient distribution of a directory model
over a DHT, providing bandwidth load-balancing for the frequently accessed
directories entries. A permanent connexion is not required to collect all the re-
turning results. While our current implementation runs on simulation, the real
implementation will use the Java Virtual Machine as its security and code mo-
bility layer. Modelization indicate that the bandwidth cost per computed units
is lowered when the number of units increases, which we verified in our imple-
mentation. We are now working on a real implementation of this model, offering
a generic API to allow anyone to interface their code with our P2P network.
We will implement research applications such as a distributed version of the
Spin model-checker (see [15]), and a distributed version of a genetic algorithm
library. A first possible improvement of our model is inter-segments communi-
cations. Each node will communicate with its two neighbors in two cases: node
switch from empty state to not-empty state, and node switch from full state to
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not-full state. Propagation of information from node to node will allow them to
know the closest node with free space, or with an identifier of an idle contributor.
This allows quicker registration and request phases, at the cost of new commu-
nications messages between neighboring nodes. Another improvement will be to
take into account meta-data for each node, such as the computing power of the
node, in the request phase. This will allow each solicitor node to choose the
best available contributor, and to implement a distributed scheduling algorithm.
Pre-caching on the DHT of future units to distribute is also considered, when
upload bandwidth is available. The bandwidth bottleneck that occurs when too
many contributors return their results and ask for new units at the same time
will be alleviated.
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Abstract. How to Build an efficient Distributed Hash Table (DHT) is
a fundamental issue in Peer-to-Peer research field. Previous solutions
ignore the heterogeneity of the large scale network. However, in prac-
tice, the fact is that the resource held by each peer in the Internet is
extremely diverse. And the the willing to share local resources of each
peer is also diverse. Therefore, the contribution for the system of a peer
should depend on the resources it holds or how many resources it want
to share, and should not be uniform. In this paper, we propose a Peer-
Performance-Aware Distributed Hash Table (PPADHT) which aims to
exploit the heterogeneity. It takes the performance difference of peers
into consideration to construct a dynamic variation of wrapped butterfly
to achieve the goal. We also show how to optimize the performance of
PPADHT in the view of hop counts by random graphs. Our simulation
results show that the average lookup hop counts of the PPADHT is ap-
proximately a log scale with constant out degrees. And it can achieve
loadbalance in two ways: both the document load and message routing
load, without introducing any additional load on the peer. Here, the load
balance means the load is proportion to the performance of peer.

1 Introduction

Distributed Hash Table (DHT) is now a widely studied Peer-to-Peer (P2P) in-
frastructure. It is outstanding because of the following advantages: it is purely
distributed, extensible,accurate, and balances load. Researchers now study the
DHT under the assumption that each peer joined the overlay network has same
performance (the CPU performance, storage, bandwidth and so on). This as-
sumption is convenient while studying traditional server clusters. But in the ap-
plication environment of a P2P infrastructure, the assumption is not feasible. As
reported in [1], extreme heterogeneity of peer performance exists. Ratnasamy[2]
proposed the open question: Can one redesign DHT routing algorithms to exploit
heterogeneity? With this in mind and more, we present a method to represent
the synthetic performance of the peers joining the P2P system in the overlay
construction process that may exhibit better properties than one can find when
building the overlay network without considering the real environment.

The remainder of this paper is organized as follows: Section 2 reviews the re-
lated work; section 3 presents the basic assumptions and motivation for our work;

G. Moro, S. Bergamaschi, and K. Aberer (Eds.): AP2PC 2004, LNAI 3601, pp. 193–200, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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section 4 shows the details of the PPADHT; section 5 presents the simulation
results; and section 6 summarizes the paper.

2 Related Work

Currently, all the DHTs are built based on the flat one-dimension space and
provide load balancing based on the assumption that the performance of peers
is equivalent. According to the report of Saroiu et al.[1], the bandwidth, latency
and availability of peers are diverse from three to five orders of magnitude. And it
is noticed by many researchers. The work of Kwon et al.[3] provides a hierarchical
way to capture the heterogeneity of the Internet. The work of Yingwu[4] bases on
virtual server, and utilizes collected proximity information to guide the migration
of virtual server. Recently, the work in [5] utilizes the heterogeneity of nodes to
modify the one-hop overlay [6]. They use level to present the bandwidth of the
nodes in the overlay and nodes at different level hold different size of routing
table and maintenance overhead. We utilize the heterogeneity in a different way.

3 Assumptions and Motivation

Previous works have the following basic assumptions:

Each peer in the P2P network has similar performance.
The documents are distributed in the overlay space randomly and evenly.
Any of the peers can freely connect with each other.

In practice, it is possible to make hundreds or even thousands of server peers
which have likely performance to be organized into an overlay. When the num-
ber of peers achieves a large scale like the Internet, the heterogeneity becomes a
natural feature. Our work bases on the following three basic assumptions:

The performance of each peer in the P2P network satisfies the power-law
distribution.

The documents distributed in the overlay space randomly and evenly.
The popularity of documents also satisfies the power-law distribution.
Any of the peers can freely connect with other peers.

Our goal is to exploit the heterogeneity in the large scale P2P infrastructure
and to try to build a more practical large scale DHT system by considering more
complex conditions that approach the reality of the current Internet’s behavior.
And the power-law distribution here, is truncated as the highest level hold all
the rest probabilities.

4 The Peer Performance Aware DHT

4.1 Overview

The basic idea of our Peer Performance Aware DHT (PPADHT) is to combine
a two-dimension space into the flat one-dimension overlay space. One of the
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two dimensions represents the performance of a peer; the other is generated by
Hash function. The fundamental topology utilized in the PPADHT is wrapped
butterfly network and the variant of it. We borrowed most mechanisms from the
chord project, including the successor list, and stabilization.

4.2 Overlay Space

The overlay space of PPADHT can be split into two parts. The high part is an
log(k) bits number represents the performance of a peer, and it is named as level
of a peer. The low part is a k bits number named as the row identifier of a peer.
It is generated by SHA1 algorithms. They are combined to be one k + log(k)
bits identifier. So the whole overlay space is [0, 2k+log(k) − 1]. Given any two
identifiers X and Y, The clockwise distance and real distance of them can be
calculated by these formulas:

d(X, Y ) = (Y − X + 2k+log(k))%2k+log(k)

rd(X, Y ) = min(d(X, Y ), d(Y, X))

As in Chord, each peer and each document has a unique identifier. The iden-
tifier of a document is called key of that document. A peer holds the documents
that have the key between it and its immediate predecessor in the overlay space.
Unless for the last peer in the key space, it will hold the documents with key
from its immediate predecessor to 2k+log(k) − 1. It looks unfair for the last peer,
but we assume it have better performance, it should have enough capability to
do so. And this problem can be solved by the virtual server technology, we will
use it to balance the load between peers in the same level.

4.3 Routing Protocol

Routing Table. The routing table of a peer in the PPADHT contains the
edges that point to the butterfly edges of the peer, the immediate predecessor,
successor lists and an edge that point to the peer that has same row identifier
with it but at level ((l − 1) + k)%k named ancestor. As the performance of such
structure in the view of hop counts is not very good, we also add some random
edges in the out-degree which will be discussed in section 5.1.

Wrapped butterfly network is a variant of butterfly network. Let us write l for
the level of a peer, e0e1...ekfor the row identifier of a peer, and then a peer in a
wrapped butterfly network could be uniquely represented as< l, e0e1...ek >. Sup-
pose totally there are k levels (from level 0 to level k−1) in the wrapped butterfly
network, then each level has 2k peers. A peer < l, e0e1...ek > has two out degrees
pointing to peer < (l + 1)%k, e0e1...el...ek > and < (l + 1)%k, e0e1...el...ek >
respectively. The diameter of the wrapped butterfly network is

⌈3
2k

⌉
. Please refer

to [7] for the detailed proof.
We have three reasons to select the wrapped butterfly network as the fun-

damental structure. Firstly, it is a network born with two dimensions. It is easy
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Fig. 1. A simple example of a lookup
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for us to use one of the dimensions to represent the performance of a peer. Sec-
ondly, it has low diameter. Thirdly, its degree is constant, which means it is
degree optimal.

Next Hop Decision. Two kinds of next hop decision can be applied. One comes
from the simple package routing algorithm [7] of wrapped butterfly network. The
other is the greedy algorithm, just to take the edge which is nearest to the target.
The former can achieve O(log(n)) hop counts which high probability, but k will
be a big constant, it is not really good in practice. The later can only achieve
O(n) hop counts, but with the random edges, it can achieve better result than
the former method. The reason we focus on the greedy algorithm is because it is
simple and robust. We will discuss it in the section 4.6. For a given key, find the
peer, which is the nearest one to the key in the routing table and forward the
message to it. The distance is the real distance of two peers. If the peer is the
current peer itself and it does not hold the key, the message will be forwarded
to the immediate successor. The process terminate till the message arrives to
a peer that is responsible for the key. Figure 1 shows a simple example of the
greedy lookup process (we do not present the random edges in this figure).

Peer Joining and Leaving. A new peer that wants to join the overlay must
know a peer that is already in the overlay. The bootstrap process is the same
as chord except the way to establish finger table. We just need to locate two
butterfly edges, an ancestor edge and several random edges. And the immediate
predecessor and successor of the new joined peer will notify the peers pointing
to them by butterfly edges and ancestor edges. The cost of join operation is just
linearly related with the hop counts of a lookup. We will show in our experiments
that the hop counts of a lookup are logarithmically increasing with the number
of peers and the worst case is well bounded. So the cost of join operation is also
logarithmically increasing, which means the overlay will have good scalability.

A peer leaving the overlay should transfer the documents it holds to its
successor and notify all the peers that pointing to it. The cost of peer leaving
can be ignored as it will not perform any lookups.

To Shorten the Hop Counts. The greedy routing algorithm can only achieve
O(n) hop counts for a lookup. Recall that random graphs always have low diam-
eter, we try to improve this by embed random graph into the overlay. We use the
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MT random generator [8] to randomly generate the identifiers and let the peer
establish edges pointing to those peers that are responsible for these identifiers.
And this method is shown to be very efficient in our simulation.

Three ways exist to add random edges for a peer. We can generate the random
identifiers in the whole overlay space, or generate it at the same level of the
peer, or add both kinds of random edges. To generate random identifier in the
whole overlay space means, the in-degree of peers will follow the power-law
distribution. As we assumed, peers distributed among levels follow the power-
law distribution. Then the overlay space hold by different peers also follows the
power-law distribution. And the random-edge of every peer will point to the key
randomly and evenly distributed in the overlay space. So the peers hold large
proportion of the overlay space will have more in-degrees. And we believe the
power-law distribution of in-degree edges is the reason why the method is so
efficient in this way.

4.4 Discussion

Level of a Peer. Let us write B for network bandwidth, T for the rate of uptime
and downtime of the peer stay in the network, C for CPU performance, M for
memory capacity, S for storage capacity, then level of a peer is a function L of B,
T, C, M and S, say, level = L (B, T, C, M, S). Here, B and T play an important
role for level because B is the main concern of the peers in the Internet, and
T presents the stability of the peer and it is based on the statistic of the past
behavior of the peer. We do not want those peers with high bandwidth but join
and leave the overlay frequently to be placed at high level as the cost of leave
and join operation for a high level peer is very high. Here we ignore the influence
made by C, M and S to make the above formula easier, level = L (B, T ). The
influence of the performance of a peer can only be evaluated with a large scale
test-bed. We are planning for a new global wide application with our PPADHT
to perform further analysis on the level selection of a peer.

Load Balance. We discuss the load balance of the PPADHT in two aspects:
document number hold by each peer and the message transfer load of each peer.
The basic assumption of our discussion is peers distributed among levels satisfy
the power law distributionp(x) = (x+α)−β . We plus a constant α on x to avoid
level 0 hold all of the probability.

We assume that there are N documents randomly and evenly distributed
among all the peers. Peers present at level i would be within np(i)+np(i)(1−p(i))
with high probability and np(i) on average case. The document distributed at
each level is within N(2k−1)

k2 with high probability and N/k on average. Then
peers in level i will responsible for at most N

n
2k−1

k2 (i+α)2β documents with high

probability and N
n

(i+α)β

k on average. Where n, N ,α, β and k are the same for all
peers. Such that the document hold by each peer at different level will just have
relationship with the level of it. And we also calculate the level according to the
peer performance. So we can achieve document distribution load balance in the
view that high capacity peer contributes more for the network. And if users do
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not want to contribute so much, they can adjust the load by adjusting the level.
We can see obviously from the formulas that the document load is exponentially
increasing as the level increasing.

To discuss the load balance for message transfer, we assume that to lookup a
document is behaved in a random and even distribution way. As the probability
for a peer to present at high level is fewer and fewer, higher level peers will have
more in bound linkages. The chance to take a high level peer as a hop is larger.
At the same time, higher level peers hold more documents, so the chance to
access them is larger. As we assumed, the popularity of documents also satisfies
the power law distribution. Things got to be change. It can not be solved by the
structure itself. We will solve it by the replication protocol in the future work.

5 Evaluation

We build a simulator using Java language to evaluate the protocols of PPADHT.
The experiments were done on a blade2000 workstation with 2G memory and
dual ultrasparcIII 1.2G CPU. In our experiment, we construct the wrapped
butterfly network with totally 256 levels, and the peers generated in different
levels satisfy the power law distributionp(x) = (x + α)−β with parameter β =
2.07 and α = 5. We do not use the successor list and stabilization mechanism
described in Chord, as we think they will have great influence on the property
of the overlay, especially with small number of nodes.

5.1 Hop Counts

As we have discussed, only the last hop counts of the greedy algorithm can not
be well bounded while the lookup get to a peer that is at the same level of
the target identifier. So the way to generate the random identifier at the same
level of a peer can make the lookup well bounded. But the first method will
achieve really low diameter in the whole overlay. To make a tradeoff, add both
edge should be good. The hop counts without random edge is similar to have
random edges at the same level, but the worst case is worse than it. The Figure
2 shows it. If without butterfly edges, the greedy lookup will cause many loops
in the overlay and messages can not be routed to the target correctly, so we
do not show the experiment result of it. Figure 3 shows the average hop counts
increasing as the number of peer increasing. The parameter for experiment is 4
random edges on same level and 4 random edges in whole overlay space, 210 to
215 peers, and perform 10000 random lookup. It increases linearly, so we can say
that the average hop counts increases logarithmically.

5.2 Load Distribution

Document Distribution. We did our experiment on document distribution
under this configuration to show that our PPADHT has the ability balance the
load of document distribution among levels. The parameter for the experiment
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is 5000 peers, 100000 documents randomly distributed. Figure 4 shows relation
of distribution of peers among different levels and the average document load of
peers in different level. From it, we can see that the count of document hold by a
peer increases as the level increases, which means it can match the distribution
of the peers distributed in different levels. Obviously the load of higher level
peers differs a lot, this is caused by some levels do not have any peers, so all the
load of those levels was put on the immediate succeed peer.

Message Routing Cost. To show the distribution of the load for message
transfer, we did an experiment under this configuration: 10000 peers, 100000
documents, 200000 random lookups. Figure 5 shows the distribution of the load
to route message. Also we can have the result that as the level of peer increases, it
contributes more for the overlay.Figure 6 shows the relation of peer distribution
among different levels and average route load of peer at different levels while the
popularity of documents satisfies the power law distribution. It is clearly that
some peers at lower level hold too much routing loads. We are scheduling to
solve this problem by replication algorithms.

6 Conclusion and Future Work

In this paper, we present the PPADHT. It utilizes the wrapped butterfly struc-
ture to construct an overlay network, and takes the extremely performance di-
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versity of Internet hosts into consideration, so as to provide load balance in the
practice view which means higher performance peer should contribute more for
the system. Simulation shows our approach can balance the load from two as-
pects, the data distribution and the message transfer. The idea to consider the
distinguished peer performance while constructing overlay network should be
feasible to improve the load balance and other properties of the DHT systems.
We will continue to working on it. Simulation results also shows that the hop
counts for message route in PPADHT can achieve logarithmically increase as
peer number increases.

However, there are limitations of this approach. We have noticed that when
the document popularity satisfies the power-law distribution, the message route
load do not achieve a good state as some peers at lower level hold too much
loads, much of the higher level peers does not contribute enough as they are
assume to do. In the future, we schedule to solve this problem by working on
the replication algorithms.
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Abstract. Systems such as Napster and Gnutella demonstrated the potential of
peer-to-peer data sharing. Similar schemes have been used to provide solutions
that ensure information availability, survivability and reliability. Current tech-
niques based on Distributed Hash Tables (DHTs) promise scalable solutions for
efficient lookup when data is distributed across large networks.

This paper considers how to adapt DHTs for use with multi-agent systems,
with a goal of supporting distributed data storage and lookup on resource-
constrained devices operating on dynamic networks. In existing DHTs, the net-
work and the data are assumed to be static. In our context, sets of mobile agents
manage the data.

We present a multi-agent approach for building CAN-based DHTs. DHT ac-
cess is provided through a DHT Agent Service. An extension of the standard CAN
lookup algorithm is presented which allows more efficient index maintenance for
highly mobile agents. Empirical results verify that the agent-based CAN achieves
the expected scalability.

1 Introduction

Mobile, intelligent agents have become a widely accepted method of developing distrib-
uted applications, due to both the flexibility of the agent-based programming paradigm
and the robustness provided by mobile agent architectures. This is particularly impor-
tant in dynamic, resource-constrained environments, such as that posed by a group of
soldiers carrying PDAs on an ad hoc network. In such an environment, an agent-based
system can adapt to the loss of a network node by changing the migration paths of
agents around that node to remaing network nodes.

The simplest agent-based systems include individual, independent agents; however,
the capabilities of single, independent agents operating in isolation can only go so far.
Multi-agent systems, however, require mechanisms for the various agents to commu-
nicate and share data and knowledge. This might take the form of shared workspaces,
blackboards, service discovery, or data exchange/lookup mechanisms between agents.
For example, if an agent requires a certain piece of data to perform its task, it can search
or broadcast to the network to find out if some other agent in the system has acquired
that data and can provide it to the searching agent. This can become problematic and
inefficient in large systems and in complex, dynamic network domains. Simple broad-
cast or flooding approaches, while suitable to small systems or reliable/static networks,
have been shown to break down when computing and network resources are scare and
networks are highly dynamic.
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Peer-to-peer systems, such as those used for Internet file sharing (e.g. Napster or
Gnutella) appear to offer a solution to these problems as they allow queries over large
networks. However, these solutions have problems of central points of failure [1] or par-
tial lookup [2]. Improvements to these approaches addressing these problems include
several types of Distributed Hash Table (DHT) algorithms, including Chord [3] and
Content Addressable Network (CAN) [4]. Currently, researchers are in active pursuit of
ways to adapt these methods to mobile, ad hoc networks and other dynamic domains.

This paper shows how to develop a CAN for a mobile-agent system. We present a
theoretical formulation that takes into account the potential for mobility of agents that
manage data storage and data indices. This approach has been validated using the Ex-
tensible Mobile Agent Architecture (EMAA) from Lockheed Martin Advanced Tech-
nology Laboratories.[5] The paper presents empirical results showing how agents in
an EMAA network can use an agent-based CAN to achieve the level of scalable data
lookup needed for large-scale multi-agent systems applications. We present a study of
the performance of the CAN on a simulated network and show that performance of the
CAN implementation in the mobile agent context is in line with known performance in
fixed networks. In this way, CANs can be adapted to agent systems with a performance
compromise. The paper concludes by discussing a few related complex problems posed
by data and index mobility in the CAN, as well as the effects of dynamic, ad hoc net-
works.

2 Agent-Based Data Lookup Problem

A mobile, intelligent agent operating alone is an effective tool, but a group of intelligent
agents working together is potentially capable of far more, able to exploit the strengths
of individual agents and network resources to accomplish their collective tasks more
quickly and efficiently. In order to collaborate, agents need access to several capabili-
ties. One of these capabilitiesis efficient data exchange and lookup.

For two agents to work together on the same task it is often necessary for one agent
to tell another about the results of one subtask before another subtask can be under-
taken. Various blackboard or whiteboard systems have been created to facilitate this
type of collaboration, but this approach yields only a local data lookup system, forcing
agents to migrate to a particular location to perform this data exchange. Besides the
obvious inefficiencies of such a mechanism, the centralized nature of the whiteboard is
undesirable in the face of unreliable networks.

We are interested not only in enabling two agents to collaborate, but in allowing
an entire system of agents to collaborate. We can define this agent system as the set of
agents A = {a1, a2, a3, . . .}, the set of network nodes N = {n1, n2, n3, . . .}, and the
set of data segments they wish to share D = {d1, d2, d3, . . .}. At any given time t, each
datum d ∈ D and agent a ∈ A are located at some network node n ∈ N . In order
to maintain efficient lookup, this system must store a mapping from data and agent to
index, I.

It is also important to consider the topology of the network being used. This topol-
ogy as it exists at any time t is described as the set of nodes in the network, N and the
set of direct connections or links, L ⊆ N ×N . In dynamic networks, an environment in
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which agents are often applied, the sets L and N change over time, as network nodes and
connections are dropped. The entire agent system using a data-lookup service can now
be described as the 5-tuple {A, N, L, D, I}. The index I that allows agents migrating
between network nodes to locate data available on remote network nodes must be main-
tained in the face of these dynamic networks. Additionally, individual network nodes
are often resource constrained, particularly in mobile environments where storage and
processing power are at a premium. The structure and maintenance of this index is the
focus of this work.

3 Background

3.1 Intelligent Agents

Intelligent agents, self-contained software entities able to utilize resources available on
a network to perform particular tasks, have become a popular mechanism for collabo-
ration between heterogeneous systems. In particular, mobile, intelligent agents are ca-
pable of traveling between systems to perform various parts of their task and to interact
with existing systems. Such an agent operates by utilizing an agent framework to exe-
cute on one machine then transfer itself to another machine elsewhere on the network.
It is then able to utilize whatever resources and services exist on the new machine.

These services available to the intelligent agents are essential to allowing the agent
to perform its task. A service might allow access to a local database or to perform a
certain type of complex calculation. Additionally, some services allow agents to coor-
dinate with one another and collaborate to accomplish tasks, such as the whiteboard and
other data lookup services mentioned previously.

One of the key advantages to the use of mobility in agents is the ability to transport
data and services to the computing resources at which they are required. This advantage,
however, is a difficulty to any data-indexing approach, due to the dynamic nature of the
data and services being indexed. This dynamic nature must be taken into consideration
in the construction of a data-lookup mechanism for an agent-based system.

Past intelligent agent applications include many data-retrieval and legacy-system
integration applications. This technique has been particularly useful in providing data-
retrieval to and from heterogeneous legacy systems. These types of systems commonly
operate on low-bandwidth networks and with resource-constrained computing resour-
ces. As such, agents’ ability to exploit available resources on a network are key to
adequately performing the required tasks in these environments.[6]

Several different agent frameworks have been developed that could be used for
such an application. These frameworks include the Extensible Mobile Agent Archi-
tecture (EMAA), the Cognitive Agent Architecture (Cougaar)[7], the CoABS Grid [8],
Reusable Environment for Task Structured Intelligent Network Agents (RETSINA)[9],
the Distributed Environment Centered Agent Framework (DECAF)[10], Aglets Work-
bench [11], the Decentralised Information Ecosystem Technologies Agents Platform
(DIET)[12], as well as others. Each of these platforms has different strengths and weak-
nesses and are therefore better suited to different applications. However, these various
frameworks exemplify the various capabilities of agents in general.
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3.2 Distributed Hash Tables

File sharing networks such as Gnutella and Napster address much the same lookup
problem faced by agents. Instead of files to exchange, however, agents are interested in
the location of results, services, or other agents. Exactly what is being sought, however,
is largely irrelevant, as the lookup itself is the difficult task.

Gnutella and Napster, however, do not provide the final solution to the data lookup
problem. While they answer the question of decentralization, they are not massively
scalable, and in fact, must trade off accuracy for efficiency. Several different approaches
have been taken to create a fully scalable, decentralized data lookup system. Since such
a lookup system essentially provides a Hashtable-like interface distributed over a net-
work, such a system has been termed a Distributed Hashtable or DHT. Recent DHT
approaches include Chord and Content Addressable Networks (CAN), which each have
their own benefits and drawbacks.

3.3 Content Addressable Networks

This research focuses on Content Addressable Networks for their simplicity and effi-
ciency. In a CAN, the Hashtable’s key space is divided into a n-dimensional, toroidal
surface. This surface is then divided into Zones, and each network node is responsible
for one or more of these Zones. When data is placed into the CAN, a hash key is gen-
erated for each dimension, and this n-dimensional key defines its location within the
CAN. To find the data later, the hash key can be regenerated, and the appropriate Zone
can be queried to retrieve the data.

To facilitate routing of queries between network nodes, each Zone must know about
neighbors in each dimension. Therefore, each zone knows of at least one neighbor in
the positive direction and one in the negative direction on each dimension. Because
the space does not always divide evenly, it is possible for one zone to have multiple
neighbor zones in a given dimension. In this case, all of those neighbors are tracked.

When a query is made at a network node for data at a particular location, this query
can simply be forwarded to the local Zone’s neighbor that is nearest to the data. Each
neighbor zone’s coordinate range is examined, and the zone with the minimum distance
from any point within its range to the query location is considered the nearest zone.
The nearest neighbor Zone can then continue forwarding the request until it reaches
the correct location and the data is found and forwarded to the querying node. This
progression is shown in Figure 1.

In order to handle dynamic networks, a CAN must be able to handle events such
as node arrival and node departure, either announced or accidental. When a new node
arrives to join the CAN, an existing Zone can simply be split into two new Zones.
This is achieved by transferring responsibility for half the data to the new Zone as
well as reassigning neighbors for the new and old Zones, as they will have changed.
When a node departs, another node within the network must take responsibility for the
departing node’s Zone. This is how a node can become responsible for multiple Zones.
If the departing node made an unannounced disconnection, any data stored only on that
node’s zones may be lost, but this risk can be mitigated by redundant storage of data at
multiple locations.
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Fig. 1. A lookup message travels between neighboring zones until it reaches the zone containing
the requested data

Redundant data storage is just one of many robustness and efficiency improvement
techniques that can be used with CANs. It is also possible to account for temporary
disconnections by allowing Zones to forward data queries through multiple neighbors,
minimizing the risk that the query will not reach its target, at a bandwidth cost. To
improve efficiency, it is possible to intelligently decide which Zone should be split to
accommodate a new node based on its network latency to the neighbors it would inherit.
Approaches such as these are mainly for future work but the potential advantages are
worth noting.

4 A Mobile-Agent-Based CAN

4.1 Requirements

To allow the use of a CAN in a multi-agent system, it must be accessible to agents
and servers in the system from the location of any agent in the system. Each node in the
agent system must maintain a portion of the CAN index, contained in one or more CAN
Zones. Each node must provide a CAN service to allow agents access to the CAN. These
local services will need to communicate with each other to maintain the overall index as
well as pass along data lookups. Since these services exist within the agent framework,
they should ideally exhibit the same robustness and flexibility provided by the overall
agent framework, including stability in the face of changing network configurations and
network node failures.

4.2 Problem Formulation

An agent-based CAN implementation is much like any other CAN implementation. The
CAN is made accessible to agents by publishing it as a data-lookup service. Interfaces
are created to allow agents to publish as well as retrieve data through the CAN service.

Any CAN implementation requires messages to be passed between nodes in the
CAN. These messages perform lookups, data registration, as well as CAN-maintenance
functions, including addition of nodes to the network and zone takeover. In an agent-
based CAN, instead of sending messages, communication can potentially take place by
dispatching lightweight agents between nodes in the network, though this is not strictly
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necessary. This allows additional robustness in the network through such mechanisms
as allowing an agent to select an alternate route due to node or network failures. Addi-
tionally, this allows a single lightweight agent to follow the entire path of a lookup as
well as perform the final retrieval of the desired data.

Our approach consists of three components. The first of these is the DHT Server, the
agent service through which agents, A, in the system interact with the CAN. One DHT
Server exists on each network node, n. Each DHT Server is responsible for maintenance
of one or more Zones, which are the second component of the system. A Zone z is
responsible for one d-dimensional region within the DHT and maintains the locations
of the data {Dz ⊆ D}. The set of these zones is then responsible for maintaining the
index I. The third component is made up of the messaging agents that maintain the DHT
and communicate data lookups and registrations between DHT Servers.

In theory, CANs are a highly scalable, efficient data lookup mechanism. Data does
not have to be duplicated across multiple nodes in order to guarantee successful lookup.
Additionally, data lookup latency is highly efficient (O(d | N |1/d)), where n is the
number of nodes in the network and d is the dimension of the network. For applica-
tions where large numbers of nodes are expected, a large d can be selected in order to
increase the scalability of the system at a slight per-node space cost (linear with respect
to number of dimensions) to maintain a more complex network.

5 Implementation

5.1 The Extensible Mobile Agent Architecture (EMAA)

As noted earlier, an intelligent, mobile agent requires an agent framework, or run-time
environment, in which to operate. For this research, the Java-based Extensible Mobile
Agent Architecture (EMAA) was chosen. EMAA operates by providing a Dock, which
executes mobile agents on a local machine and provides the mechanisms by which
agents can migrate to remote Docks as well as interact with locally provided services.

EMAA also provides the Distributed Event Messaging System (DEMS), which al-
lows EMAA servers and agents to perform lightweight communication across multiple
Docks using messaging agents.[13] DEMS is built to resemble Java’s built-in event sys-
tem. Servers and agents throw DEMS events like they would any other Java events, and
the built-in EMAA distribution mechanisms deliver the events to any agent or server
which has registered to receive that type of event. The main advantage of using DEMS
as our message passing service is the robustness provided by its agent-based delivery.

5.2 EMAA Distributed Hashtable Server

For this research, we implemented an EMAA DHT Server wthat resides on each net-
work node. EMAA agents and servers communicate with the CAN through this DHT
Server, which provides the same functionality of a standard Hashtable, specifically that
of storing data and looking up data. Since this interface is an EMAA Server, any agent
or server is able to interact with it as they would any local service such as a local white-
board, oblivious to the fact that data may be stored or found remotely.

This DHT Server contains at its heart a Java-based CAN. First, a CanNode class
was created which implements the basic functions required to manage the interactions
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Fig. 2. The agent-based CAN is formed using DEMSCANNode, CANNode, and Zone objects on
each network node

of nodes within a CAN, such as the joining of new nodes to the network. This class
initially makes the assumption that it can make direct function calls to other CanNodes,
as if they are executing locally. This assumption is alleviated by the extensions in the
DemsCanNode, where these direct function calls are replaced by events sent through
DEMS lightweight messaging agents. Each CanNode contains a Zone (or Zones), which
is responsible for the portion of the index stored at that node and the IDs of neighbor
zones. This structure can be seen in Figure 2.

5.3 Indirect DHT Lookup

A DHT designed to work with mobile agents must take into account that data indexed
by the DHT is often carried from node to node by the mobile agents. If a standard DHT
is used directly, each time an agent migrates to a different node, the DHT’s index for
each piece of data carried by the agent must be updated. If an agent is highly mobile,
this can become an extremely large amount of data registration message traffic. One
approach that could help this somewhat would be the use of the CAN structure itself to
facilitate multicasting, but while this would reduce the number of messages exchanged,
each node in the system would still need to hear about each agent migration. [14]

In order to alleviate this problem, an Indirect DHT Server was created. This server
incorporates two separate DHTs spread across the entire network. The first maps a
data’s key to an agent ID. The second maps the agent ID to an agent’s current location.
This requires two lookups to be performed each time data must be found. However,
instead of needing to update each datum held by the agent’s index in the DHT, only
one entry in the agent to location mapping must be updated when the agent migrates.
Because of the additional lookup time required, this Indirect DHT is only appropriate
for use in systems of highly-mobile, data-heavy agents.

6 An Agent-Based DHT Server Testbed

6.1 Experimental Testbed

In order to test the agent-based CAN, we needed to set up a group of EMAA Docks
in which our agents could migrate. For our tests up to 50 EMAA Docks were started
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on a single machine. Each Dock operated within its own Java Virtual Machine and
communicated with other Docks as though each was on its own machine only connected
by the network. Test Agents were created which were tasked only with registering and
requesting data on fixed schedules.

6.2 Evaluation Metrics

As with most network-related services, the most important aspects of a CAN imple-
mentation are latency and bandwidth. In this case, we measure latency as the average
number of hops a query must take to reach the data sought. As the current implemen-
tation of the CAN does not take into account the time latency between nodes on the
network, we do not consider differences in time between node links.

Bandwidth in this case is measured as the total number of messages exchanged. This
must account for both the lookup messages and any network maintenance messages
created in the system, such as for adding and removing nodes from the system.

6.3 Experimental Results

Node Scalability. One of the most important factors in the usefulness of a DHT is its
scalability. As such, it was important to verify that the EMAA CAN server exhibited
the expected behavior of a CAN-style DHT. Specifically, the expected average lookup
time should be O(d | N |1/d) where d is the dimension of the CAN and N is the set of
nodes participating in the CAN.

Since this research explores an implementation of a CAN within a set of separate
EMAA docks rather than a simulation, this limited the number of nodes that could be
deployed to participate in the CAN. Therefore, CANs were set up consisting of 5-50
nodes in both a 2-dimensional and 3-dimensional network.

In each condition, an agent is deployed which places 1000 random items into the
DHT and then migrates to 1000 random locations and performs a lookup to retrieve one
of the previously placed items.

During this process, the number of messages to look up data were recorded for each
condition. It was expected that this value would follow the expected lookup-length trend
of O(d | N |1/d) for a CAN-style DHT. Additionally, the total number of messages sent
was recorded for each condition. This includes all network setup messages as well as
the data registration and lookup messages exchanged.

In both the 2-dimensional and 3-dimensional experiments, it was found that the
actual number of lookups approximately follows the expected number of lookups of
O(d | N |1/d). There is some variance seen, however. This is believed to be due to the
uneven sizes of Zones within the d-dimensional space necessary to completely cover
the space as well as the random nature of the keys selected for registration to the CAN.

Additionally, as expected, larger dimensional networks require a larger number of
total messages for smaller networks due to their larger setup overhead. Conversely,
smaller dimensional networks require a larger number of total messages for larger net-
works due to their less efficient lookups.

These results can be seen in Figure 4, which shows the actual as well as expected
number of lookup messages required to perform lookups in networks of 5 to 50 nodes.
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Fig. 3. As the number of agents in the system is increased, the number of lookup messages ex-
changed increases linearly, as expected

Fig. 4. In both 2-dimensional and 3-dimensional CANs, the agent-based implementation shows
the expected lookup efficiency

It also includes the total number of messages used in these networks, including CAN
maintenance messages.

Agent Scalability. As important as it is for the DHT to remain efficient as the network
grows larger, it is equally important that the DHT maintain its performance as the num-
ber of agents accessing the DHT increases. Since agents which wish to collaborate must
in the worst case communicate with each other agent in the system, in the worst case,
the number of messages required for this collaboration could grow exponentially.

Fortunately, since the agents in our system are interacting only with the DHT, the
number of messages required should only grow linearly as the number of agents in
the system is increased. Thus, our second experiment tested the number of messages
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Fig. 5. The Indirect DHT Server provides more efficient registration for highly mobile, data-heavy
agents, but causes lookup times to increase twofold in all cases

exchanged in systems of increasing agents. Systems of 5-40 agents were tested and the
number of lookup messages and total messages were recorded. The results, shown in
Figure 3 confirm the expected linear behavior in the lookup messages, though some
variance in the number of registration messages is s due to the random nature of the key
selection.

Indirect Lookup. The Indirect DHT Server was created in order to alleviate the large
number of registration messages exchanged in systems with highly-mobile agents car-
rying large amounts of data. To test the effectiveness of this Indirect DHT Server, an
experiment was performed comparing the Indirect DHT Server to a standard or direct
DHT Server. For each type of DHT Server, a varying amount of data is assigned to a set
of 10 mobile agents. Each agent migrates between nodes on the network, reregistering
the location of the data it carries and performing a lookup of a single data item. Agents
are dispatched containing from 1 to 9 data items each.

Data lookup messages, data registration messages, and the overall number of mes-
sages were measured for each configuration. The number of registration messages ex-
changed in the Direct DHT configurations was linearly related to the number of data
items per agent. In the Indirect DHT configurations, the number of registration mes-
sages was constant. In both configurations, the number of lookup messages was con-
stant but the Indirect configurations took twice as many lookup messages, since both
the agent and location required lookup. These results can be seen in Figure 5.

Based on these results, both the Direct and Indirect DHT Servers seem to be useful
in different situations. For systems with agents carrying large amounts of data, the In-
direct Server resulted in fewer overall messages. Specifically, for agents performing a
single lookup at each network node, if agents are carrying at least 3 data items, using the
Indirect DHT Server results in fewer overall messages. Otherwise, it is more efficient
to use the simpler Direct DHT Server.
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7 Discussion and Future Work

As mentioned earlier, one of the future areas of work that should be pursued is imple-
mentation of the various robustness and efficiency mechanisms proposed for CANs and
other DHTs. These would allow the system to be much more deployable in a real-world,
non-laboratory environment.

Additionally, it would be valuable to perform tests of the Agent-Enabled CAN on
an actual ad hoc tactical network, such as that available by the Secure Wireless Agent
Testbed (SWAT) project which distributes an agent-based system across multiple iPAQ
platforms on a wireless network.[15] This would validate both the CAN implementation
itself and the robustness techniques.

In ad hoc networks, mobile agent systems can provide a level of robustness in the
face of network realignment and node failure. To this end, services can be relocated
or redistributed across network nodes based on available resources. In such an envi-
ronment, CAN Zones could be redistributed across different sets of network nodes. To
provide this mobile index, it will be necessary to develop an algorithm to determine
how and when to redistribute portions of the CAN Zones across nodes.

If the agents, data, and index are simultaneously mobile, many maintenance mes-
sages will be required between CAN Servers. Additional work should be done to min-
imize these maintenance messages. Such a reduction could possibly be provided by
combining messages or by eliminating redundant messages. Additionally, the inherent
multicast capabilities of a CAN could be exploited to more efficiently deliver additional
maintenance messages.

8 Conclusions

This research has developed an adaptation of Content Addressable Network (CAN)
for mobile agents and implemented the approach within the Extensible Mobile Agent
Architecture (EMAA). The CAN allows an efficient, scalable data lookup mechanism
for mobile agents, specifically supporting the kind of distributed data storage needs for
mobile and ad hoc networking environments. Empirical validation shows that this im-
plementation provides the expected scalability of O(d | N |1/d) for both two and three
dimensional CANs. An Indirect DHT implementation was shown to provide increased
efficiency for systems of highly-mobile agents.

Additionally, several future enhancements to the implementation have been identi-
fied. These improvements will provide a CAN which is truly capable of handling the
specific characteristics of multi-agent system, particularly that of those operating in
dynamic, unreliable environments.
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Abstract. Rapid resource discovery in P2P networks is a challenging
problem because users search for different resources at different times,
and, nodes and their resources can vary dynamically as nodes join and
leave the network. Traditional resource discovery techniques such as
flooding generate enormous amounts of traffic, while improved P2P re-
source discovery mechanisms such as distributed hash tables(DHT) in-
troduce additional overhead for maintaining content hashes on different
nodes. In contrast, self-adaptive systems such as ant algorithms provide
a suitable paradigm for controlled dissemination of P2P query messages.
In this paper, we describe an evolutionary ant algorithm for rapidly dis-
covering resources in a P2P network.

Keywords: Peer-to-peer systems, software agents, ant algorithm, adap-
tive systems, genetic algorithm.

1 Introduction

Over the past few years, peer-to-peer(P2P) systems have emerged as an attrac-
tive communication paradigm between users in a networked environment. In a
P2P network, every node behaves as a peer with similar functional capabilities.
This makes P2P networks suitable for connecting large numbers of users in a
distributed manner without worrying about scalability and centralized control
issues. One of the main challenges in P2P networks is to enable rapid and effi-
cient discovery of resources present on the different nodes of the network. In this
paper we describe an evolutionary algorithm inspired by the foraging behavior
in insect colonies such as ants to enable rapid exploration of the search space.

In most commerical P2P systems[6], resource discovery is implemented by
flooding a resource query across nodes of the network. Flooding generates con-
siderable traffic and ensues network congestion. Improved P2P resource discovery
algorithms employ super-peer nodes[14] and dynamic hash tables(DHT)[12,8] to
strategically place resources on nodes to enable rapid lookup. These techniques
address P2P resource discovery as a resource management problem. In contrast,
the genetic ant algorithm described in this paper uses information obtained from
previous resource queries to improve future searches. Ant algorithms have been
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applied to several hard problems[2,4] such as dynamic programming, the travel-
ling salesman problem and routing in telecommunication networks[5]. Resource
discovery in P2P networks is different from each of these problems because the
node on which the resource will be discovered is not known apriori and the topol-
ogy of the P2P network changes dynamically as nodes join and leave. Anthill[1]
employs ant-based algorithms for load balancing in a P2P network and ants
travel across the network to update routing tables at each node. In contrast, our
algorithm uses different types of pheromone and ants with different behavior to
make P2P resource discovery more efficient. Genetic ant algorithms have been
researched in [3,13,9] to evolve parameters of the algorithm itself. In this paper,
we use an evolutionary ant algorithm to evolve new routes in a P2P network.

2 Ant Algorithm for Peer-to-Peer Resource Discovery

The primary objective of a node in a P2P network is to search and acquire
resources available on other nodes in the network, and, simultaneously allow
other nodes to access resources present on the node itself. The traditional P2P
resource discovery protocol consists of a query message that is forwarded to
successive nodes in a breadth-first manner across the network until the resource
is discovered or the lifetime of the message expires. If the resource is found on a
node a queryHit message is sent back from the node possessing the resource to
the node that originated the query. The requesting node and the providing node
then decide on the download protocol for the resource.

The P2P resource discovery protocol can be made more efficient if the unin-
formed search in the traditional protocol can be provided with a heuristic-based
informed search. Our informed search algorithm for P2P resource discovery is
inspired by the foraging activity used by social insects such as ants[2] to locate
food sources. In several ant species, foraging ants searching for food leave be-
hind a pheromone trail along the path from their nest to the food source. Ants
searching for the food source later on use the trail as a positive reinforcement to
lead themselves to the food source.

The traditional ant algorithm uses pheromone as a positive reinforcement on
nodes visited by an ant which lead to a solution. We envisage that P2P search
can be made more efficient if an anti-pheromone is used to provide negative
reinforcement to an ant at a node that does not lead to a solution. However,
nodes that are not useful for locating one resource, might lead to or contain the
solution for another resource. To enable exploration of nodes marked with anti-
pheromone, we use another type of ant called explorer ants that are are neutral
to nodes with pheromone but get attracted to nodes with anti-phermone.

Based on these functionalities we have used the following types of ants in our
algorithm: (1) Forward Foraging Ants visit nodes searching for a resource and
deposit pheromone at each node they visit. From each node, a foraging forward
ant prefers to go to neighbor nodes that have higher amounts of phermone and
lesser amounts of anti-pheromone. (2) Forward Explorer Ants visit nodes
searching for a resource and deposit anti-pheromone at each node they visit.
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From each node, a forward explorer ant prefers to go to neighbor nodes that have
higher amounts of anti-phermone. (3) Backward Ants Both types of forward
ants become a backward ant when either they discover the resource they are
searching for on a node, or, they reach the search boundary without discovering
the resource. Backward ants trace the route taken by their corresponding forward
ant in the reverse direction. A backward ant deposits pheromone at each node
it visits if the resource that the corresponding forward ant was looking for was
found, and, deposits anti-pheromone if the resource was not found.

3 P2P System Model

Our model of the P2P system comprises a connected network of N nodes. Nodes
join and leave the network at random. Each node maintains a forwarding table
containing the addresses of its neighbor nodes determined using the P2P node
discovery protocol. Each address in the forwarding table is associated with a
normalized weight that represents the pheromone associated with that node.
The weight of a node in the forwarding table gets updated when an ant selects it
to move to it. Pheromone increases the weight while anti-pheromone decreases
it. When a user at a node enters a query to search for a resource in the P2P
network, an ant gets created on the origin node for the query. The ant visits
different nodes of the network searching for the resource using the ant algorithm
described below.

3.1 Ant Algorithm

Forward Foraging Ant. The algorithm used by a forward foraging ant at a node
n to select a neighobor node i and update the weight associated with node i uses
the following parameters:

an Number of nodes in the forwarding table of node n
wt

i,n Normalized weight associated with neighbor node i of node n at time t
τn Amount of pheromone deposited on node n
τ0 Amount of pheromone deposited by ant at source node of the search
χn Amount of anti-pheromone deposited on node n
χ0 Amount of anti-pheromone deposited by ant on node at which

search boundary was reached after resource was not located
hs,n Number of hops made by an ant to reach from the node s

on which it started its journey to the current node n

The update rules for the pheromone at node n are the following:

τn =
τ0

[hs,n]α

wt
i,n = wt−1

i,n + τn(1 − wt−1
i,n ) (1)

where s is the origin node that initiated the search query.
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wt
i,n =

wt
i,n∑i=an

i=1 wt
i,n

(2)

The factor α is determined expermentally and it controls the decrease in
the amount of pheromone deposited as the ant moves further away from its
origin. The second term on the r.h.s of Equation 1 ensures that the amount
of pheromone deposited on a node is proportional to its current weight. This
prevents excessive phermone (or anti-pheromone) being deposited on a node
whose weight is very high(or low). Equation 2 ensures that the weights of nodes
in the forwarding table remain normalized after the weight of a node is updated
by an ant.

Forward Explorer Ant. A forward explorer ant works in a manner similar to a
forward foraging ant except that it uses the inverse probability (1 − wt

i,n) to
select a node i from the forwarding table of its current node n. This ensures that
the probability of selection of a node by an explorer ant is proportional to the
amount of anti-pheromone deposited on it. A forward explorer ant updates the
anti-pheromone at each visited node according to the following equations:

χn =
χ0

[hs,n]α

wt
i,n = wt−1

i,n − χn(1 − wt−1
i,n ) (3)

where s is the origin node for the explorer ant.

Backward Ant. When a forward ant locates a resource or reaches its search
boundary without locating the resource, it becomes a backward ant. If the re-
source was located by the forward ant, the backward ant rewards each node
along the reverse route with pheromone using Equation 1. Otherwise, if the
search boundary was reached without locating the resource, the backward ant
deposits anti-pheromone on each node it visits using Equation 3 to indicate that
the node did not lead to a succesful resource discovery. For the backward ant,
the node s represents the the node on which the resource was found (in Equation
1) or the node on which the search boundary was reached without locating the
resource (in Equation 3).

4 Genetic Ant Algorithm

In the ant algorithm described in section 3.1 each ant-type is associated with a
specific pheromone-type and the pheromone(anti-pheromone) along a particular
trail keeps on increasing as more foraging(explorer) ants follow that trail. Even-
tually, the paths in the network get partitioned into trails that are predominant
either in pheromone or in anti-pheromone, with the traditional ant algorithm
(one type of ant, one type of pheromone) running within each partition. This
problem can be addressed if two ants, each of a different type, periodically ex-
change the routes they have taken, even partially, with each other. This would
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Fig. 1. Single crossover operator used when the routes represented by the two chro-
mosomes do not have any common nodes. (a) The routes(chromosomes) before
crossover, and, (b) The origin node, O, is introduced at the crossover point of the
routes(chromosomes) during crossover.

re-balance the amounts of pheromone and anti-pheromone along the trails in
the P2P network and prevent a network partition based on pheromone-type.
Trail exchange between ants also prevents ants from following routes that have
become outdated due to the dynamic joining and leaving of nodes.

Genetic algorithms(GAs)[10] provide a suitable mechanism for implementing
exchange of trails between ants. A GA enables a problem to rapidly converge to
an improved solution using an evolutionary mechanism. We have adapted the
traditional GA to evolve the routes taken by ants. We employ the ant algorithm
described in Section 3.1, to initially discover routes to resources in the P2P net-
work. When a certain number of search queries have originated from a particular
node, a GA is run on the node using the the routes traversed by the ants created
for each search query originating from the node. The different attributes used
the GA are described below:

– Fitness Function. The fitness function F for a route taken by an ant is
given by the following equation:

F = 1 − number of hops to locate resource
maxHops

, if the ant was successful

F = γ, if the ant was unsuccessful to locate the resource

The parameter γ represents the probability of recombining the children chro-
mosomes in the next generation.

– Chromosome Representation. For enabling the GA, a chromosome of an
ant is represented as the route (sequence of nodes) visited by the ant.

– Crossover Operator. The routes(chromosomes) traversed by the ants have
the following characteristics: a) the routes(chromosomes) might be of differ-
ent lengths b) the routes represented by the chromosomes may or may not
have common nodes between them. We have identified the following two
scenarios to address these issues:
Scenario 1: The routes represented by the two chromosomes participating
in the reproduction do not have any common nodes. As shown in Figure 1,
we select the crossover point randomly in each of the two parent chromo-
somes and use single point crossover. The origin node O is introduced at the
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crossover point after performing the crossover. This ensures that new entries
do not need to be introduced within the forwarding tables on the nodes at
the crossover points of the two participating chromosomes. Scenario 2: The
routes represented by the two chromosomes participating in the reproduction
have one or more common nodes. We use an n-point crossover operator. A
crossover point is determined as a node that is common between the two
chromosomes participating in the crossover. Since there can be more than
one pair of nodes common between two chromosomes, multiple crossover
points can exist. Therefore, we use the n-point crossover operator that ex-
changes the chromosomes of the parents between alternate pairs of crossover
points.

– Recombination. We reintroduce the evolved children ants obtained
through crossover into the parent population. The fitness of each child is
determined as the average value of the fitness of each parent.

5 Experimental Results

The P2P network used for our simulation contains N = 100 nodes. The number
of neighbors of each node is generated from a normal distribution with mean
N/20 and standard deviation 1.5. The neighbor nodes for every node are then
selected randomly and the connections between nodes are set up by initializing
the forwarding table inside each node. Resources are then simulated on each node
by adding a string identifier corresponding to the name of the resource inside
the resource table of a node. A resource is added on a node with a probability ρ
that denotes the availablity of the resource in the P2P network. Nodes are also
added and removed dynamically as the algorithm runs to simulate the joining
and leaving of nodes in a P2P network.

Figure 2(a) shows the percentage of successful search queries in the network
when we vary the probability p with which a forward ant decides to forage or
to explore when it is created. p = 1.0 means that the ant is created a forward
foraging ant while p = 0 means that the ant is created as a forward explorer
ant. When the network is initially set up there is no pheromone on any node.
Therefore, at the beginning of our simulation we created all ants as foraging
ants(p = 1.0) and gradually decreased p until all ants were created as explorer
ants (p = 0). Other parameters used for this experiment were ρ = 0.15,(resource
availability on nodes) α = 4.0 (pheromone decay rate with distance from ant’s
origin) and a searchLimit of 10 hops. The results of our experiments illustrate
that the number of successful search queries increase when the value of p is in
the range of 0.4 to 0.8 with a mean of around p = 0.72. The reason for this
can be attributed to the fact that with ρ = 0.15, resources are very likely to
be located before the searchLimit of 10 hops(among 100 nodes) is reached.
Therefore, nodes that have been marked with pheromone by foraging ants right
after set up are likely to lead to sucessful location of resources for subsequent
searches.

Figure 2(b) shows the effect of using a genetic ant algorithm for P2P re-
source discovery for different values of γ, that denotes the probability of recom-
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Fig. 2. (a)Percentage of successful searches in a P2P network for different probabilities
of an ant being created as a foraging ant. (b)Percentage of successful searches vs.
fraction of availability of resource in the P2P network (ρ) for different values (p = γ)
of the probability of recombining the children chromosomes in the next generation.

bining the children chromosomes in the next generation, as the availability of
the resource in the network increases. With γ = 0.1, very few unsuccessful ants
are selected by the fitness function. The ant algorithm then employs only suc-
cessful ants along established trails. Consequently, the ant algorithm does not
perform as efficiently because ants continue to visit nodes they have already
visited before. When γ = 0.7 the number of unsuccessful ants being selected
by the genetic algorithm increases. As shown in Figure 2(b), the percentage of
successful searches improves with γ = 0.7. With trails from unsuccessful ants be-
ing crossed-over with successful trails, ants visit more nodes on which resources
have not yet been discovered to enable rapid resource search. Moreover, foraging
ants depositing pheromone also visit unsuccessful trails from the previous gen-
eration that had anti-pheromone along them and vice-versa. This rebalances the
amounts of the two pheromones across the network to improve the performance
of the search. When γ is further increased to 1.0, unsuccessful ants and trails
with anti-pheromone are selected aggresively. However, this results in ants only
following previously unsuccessful trails that have anti-pheromone. Consequently,
the percentage of successful searches reduces and reverts to a value similar to
the performance obtained with lower values of γ. Figure 2(b) illustrates that a
moderate value of γ in the range of 0.5 to 0.7 is most effective in evolving the
routes in the genetic ant algorithm to enable rapid resource discovery.

6 Conclusion and Future Work

In this paper, we have described an informed search mechanism using a genetic
ant algorithm for P2P resource discovery. The genetic ant algorithm is employed
as a perturbation mechanism to redistribute different types of pheromone along
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the different routes in the network and prevents a partition of the network based
on pheromone type. The efficiency of the genetic ant algorithm depends on the
rate at which nodes, along with the resources within them, join and leave the
network. Our simulations show that the genetic ant algorithm performs better
than the traditional ant algorithm mainly when resources are scarce. In the fu-
ture, we propose to investigate a cooperative multi-agent framework that allows
ants from different nodes to exchange trail information with each other through
a gossip mechanism to locate resources rapidly. We envisage that ant algorithms
implemented through software agents provide a useful direction for further ex-
ploring challenges and issues of P2P networks for future research.
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Abstract. With the proliferation of content creation devices, sharing
digital contents has become an increasingly common task in our daily
lives. This research proposes the “Photo Agent” that helps users manage
and share digital photos without explicit file manipulation and data com-
munication. The agents shares photos autonomously and pro-actively, so
users can simply specify which pictures to share with whom, rather than
how the pictures are actually distributed and searched. The prototype
photo agent utilizes peer-to-peer networking to support efficient content
sharing in a distributed environment.

1 Introduction

There has been a growing demand for easy ways to share the large amount of
digitally captured contents with family and friends. InfoTrends Research Group
forecasted worldwide digital camera sales to reach 53 million units sold in 2004,
and to continue growing at a 15% annual rate to reach 82 million units sold
in 2008[1]. While commercial or open source software packages, i.e. ACDSee[2],
Paint Shop Photo Album[3], and Gallery[4] etc., help people organize digital
photos on their personal computers or the web, such tools often require too much
direct manipulation, thereby rendering photo sharing a chore. Some important
challenges for a better photo sharing system include:

– efficient storage of a large number of images captured over time;
– efficient retrieval of specific images from the collection;
– effective content sharing mechanism given differences in user device, network

bandwidth and availability;
– guaranteed delivery of contents; and
– intelligent search of contents from shared sources.

The proposed Photo Agent employs a human-centric approach to managing
and sharing digital photos over a peer-to-peer (P2P) network. Photo Agents
share photos autonomously and pro-actively, so users simply specify which pic-
tures to share with whom, rather than how the pictures are actually distributed
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and searched. The intuitive agent-based interface enables users to be freed from
file management and networking details.

In what follows, we start by presenting the overall system design architecture
We then define access rights and agent communication protocol. Sections 4/5
describe details of the sharing/searching algorithms respectively. The prototype
system implementation is outlined in Section 6, followed by the conclusion.

2 System Architecture

The photo agents operate on a distributed P2P network without a central server.
Each node, called a peer, is responsible to help relay contents from the other
nodes. Contents are collected and re-distributed to other peers through end-
system multicast[5]. The cooperation of peers helps reduce the load on the node
that sends content to a large group of friends. An agent-based peer[6] is an au-
tonomous node that perceives the current network environment and makes the
best decision to facilitate photo transmission and redirection.

As is shown in Figure 1, each node consists of four major components: man-
agement agent, sharing agent, searching agent, and the photo database.

Fig. 1. Architecture of the photo agent

The management agent manages indexing, storage, and retrieval of digital
images. It also delegates sharing and searching tasks from the user to the shar-
ing and searching agents. The user interface provides functions for importing,
sorting, and annotating photos. Duplicates photos are removed to optimize disk
utilization. The sharing agent is in charge of distributing any set of photos to
the target group as specified by the user. The cooperation of sharing agents
on the network forms a sharing tree to ensure an efficient and reliable sharing
process[7]. The searching agent helps a user to locate specific contents residing
in the photo database of another peer. Depending on the searching algorithm
and the access rights of the target content, multiple searching agents cooperate
on the P2P network to return a group of useful results. Agents engage in active
communication in carrying out the sharing and searching tasks.
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3 Control and Communication

This section defines the access control and agent communication protocol in the
proposed photo agent system.

In a P2P sharing system, it is necessary for users to protect their contents
with access control[8]. Table 1 shows the definition of access rights in terms of
four attributes[9]. The owner has complete access and can modify any attribute
of his own photos. The value of Share lifetime decreases by one every time the
photo is shared to another user. When the Share lifetime becomes 0, the Search
level is set to nobody automatically. To preserve privacy, the Search level can
only be adjusted lower except by the photo owner. Access right specifications
should remain with a given photo, even when it is exported or shared.

Table 1. Attributes of access rights for a digital photo

Attribute Attribute definition Possible value
Photo owner The user who imports the photo The owner ID
Export right The right to export this photo Yes/No

Share lifetime The number of nodes this photo can be shared 0/positive integer/∞
Search level The level that a photo can be searched all/friend/nobody

In sharing and searching photos, a photo agent needs to exchange status and
preference information with the other agents. The basic message types include
share, request, info, report, search, and redirect. The info message is used to com-
municate the capabilities and preferences of the given node. Figure 2 illustrates
the sample communication transcripts of relaying reduced photos to be shared
and search requests.

agent A agent B agent C

share request

info
share: reduced photos, 

share list
share request

info
share: reduced photos

reply: original photos

report
report

photo request

redirect

share: original photos

photo request

(a) Sharing

search: info, keyword

search: info, keyword
reply

photo request

reply: original photos

reply: reduced photos

agent A agent B agent C

(b) Searching

Fig. 2. Agent communication
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4 Photo Sharing

P2P file sharing systems, ranging from fully distributed models like Gnutella[10]
to centralized models such as Napster, have gained tremendous popularity. Shar-
ing personal experiences, in the form of images or videos, is a promising appli-
cation area of P2P sharing technology. A good photo sharing system[11] needs
to distribute the contents efficiently and to ensure successful delivery of shared
contents. Instead of a central server that relays files to their destinations, content
delivery is distributed in a P2P network. Each node is responsible for relaying
photos to its peers. Figure 3(a) illustrates a sharing structure for distribut-
ing content from the source node A, to the relay nodes B and C, and then to
all remaining target nodes D through H. The sharing agent at each node can
autonomously decide the appropriate relay nodes from its sharing list[12]. To

(a) A simple sharing tree (b) Bottom-up report message flow

Fig. 3. P2P Photo Sharing

reduce bandwidth requirement, reduced images of the shared photos are propa-
gated through the sharing tree structure. The reduced photos act as the “tickets”
for requesting the original photos from the owners.

The sharing agent on a relay node is in charge of relaying the photos to
its assigned subset of target nodes. Each relay node is expected to report the
successful (or failed) deliveries back to its parent node. Figure 3(b) illustrates the
bottom-up reporting result if node D remains off-line. The Photo Agent system
needs to ensure that each file is sent to its destination, even if the target peer
is currently off-line. When node B gets no report from node D after a period of
time, it reports back to the parent node A that D and H has not received the
photo. The sharing agents on both nodes A and B will attempt to catch D and
H when they get back online at a later time. Without a central server, the relay
nodes have to record the unfinished sharing jobs. If a delivery is not possible
when the nodes are never online at the same time, alternative delivery channels,
e.g. email, may be used.
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4.1 Construction of Sharing Tree

In general, the number of relay nodes R should increase with the node’s band-
width B and the number of target nodes T , i.e. R = f(B, T ). The function f
needs to

– Bound the file transfer time of the source node to t, and
– Compact the height of the sharing tree to h.

Let n be the number of photos to be transferred and a be the average size of a
typical photo image, we have n×a

B × R ≤ t. As a result, the upper bound of R is

R ≤ B × t

n × a
. (1)

The height of the sharing tree should be under h, that is, 1+ �log�T
R�� ≤ h. The

lower bound of R is found to be

R ≥ T

2h−1 . (2)

To select the best relay nodes, each target node is assigned a score s based
on its current end-to-end connection quality with the source node, denoted as q,
and its past recorded successes p. That is,

s = α · q + β · p (3)

where α and β specify the relative weights of bandwidth vs. past record.
Suppose that information about bandwidth and connection quality are ag-

gregated in global lookup tables over time. Algorithm 1 presents the process of
constructing the sharing tree. Let sharingList denote the list of target nodes,
and relayList denote the list of relay nodes.

Algorithm 1. Sharing with global info
Given global lookup tables Q, P and B, construct the sharing tree.
Require: sharingList: A list of nodes for tree construction
1: relayList ← source node
2: for i ∈ relayList do
3: for j ∈ sharingList do
4: S(j) ← α · Q(i, j) + β · P (j)
5: end for
6: R ← f(B(i), |sharingList|)
7: Child(i) ← highest scoring R nodes from sharingList
8: relayList ← relayList \ {i} ∪ Child(i)
9: sharingList ← sharingList \ Child(i)

10: end for

Algorithm 1 constructs the sharing tree by recursively selecting the R top-
scoring nodes from sharingList to serve as the relay nodes. The construction
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process terminates when sharingList is exhausted, and the entire sharing tree is
created in one shot.

When the global information about bandwidth, connection quality, and past
record is not available, or when the network properties change frequently, it is
not a good idea to construct a static sharing tree as described above. Instead
of aggregating information in global tables, each node owns a local table that
contains the information of a limited number of nodes. Given such incomplete
information, the sharing tree is constructed as a result of cooperation by all
nodes involved. Each node probes the others to retrieve and update the necessary
information. In contrast to Algorithm 1, which builds the complete sharing tree
at the root node, each node contributes in Algorithm 2 by constructing a part
of the sharing tree with k-level lookahead. Parameter sharingTree is the tree
structure under construction, while parameter sharingList is a list of target nodes
to be assigned to the sharingTree.

First, the current node decides the appropriate number of relay nodes and
the levels of sharing tree it plans to build. Algorithm 2 then proceeds with con-
structing the sharing tree and all related nodes. Meanwhile, information in the
local lookup table is updated through cooperation. Finally, the updated sharing
tree and sharing list are sent to each relay node to continue the construction of
the sharing tree.

Algorithm 2. Sharing without global info
Construct the sharing tree with k-level lookup.
Require: sharingTree, sharingList
1: Decide r, the number of relay nodes from the current node.
2: Decide k, the levels of sharing to be constructed from the current node.
3: for i = 1 to k do
4: for y ∈ next i-level relay nodes do
5: Select the best r nodes as the relay nodes.
6: Construct the next level of sharing trees from node y.
7: end for
8: end for
9: Update sharingTree and sharingList.

10: Send the updated lists to the relay nodes at the next level.

The sharing agents distribute reduced images of the pictures to be shared
using the sharing tree. The target user is then notified about the newly shared
pictures. Requests for the original photos are only made when the user decides
to accept the selected content.

5 Photo Searching

An alternative mode of sharing is to allow users to search for specific photos from
the collections maintained by their peers. Given a search request, the searching



Photo Agent: An Agent-Based P2P Sharing System 227

agent broadcasts the request to its peers[12]. Each request message should in-
clude the following fields.

RootID: ID of the agent making the original request.
Deadline: The maximum time for request propagation.
Query: Specification of the target images.
Relay: Whether the request is a relay search.

To eliminate redundant search requests, path information is recorded so that a
request will not be sent to the same node twice. When a match is found, the
corresponding reduced image is sent back to the requesting agent along with
the original query and agent ID. The user can then select from the matching
photos to request originals from their owners. Figure 3 illustrates the searching
algorithm. Line 2 queries the local collection using local search. Lines 3-7

Algorithm 3. Searching
Searching Algorithm.
Require: RootID, Deadline, and Query
1: if Deadline > 0 then
2: result ← local search(Query)
3: for z ∈ result do
4: if access right(z) then
5: send photo(RootID, z)
6: end if
7: end for
8: Forward the request with a reduced deadline to everyone on the friend’s list.
9: end if

check the access rights for legal distribution. Line 8 forwards the request to all
peers for more matching results.

6 Implementation and Concluding Remarks

The Photo Agent is designed to provide a simple interface that helps users
manage photos conveniently, share photos efficiently, and protect photos safely.
A prototype system has been developed to support content sharing in a server-
less decentralized peer-to-peer network. Figure 4 shows the browser interface
implemented in PHP with MySQL for data management. P2P sharing/searching
is built on top of JXTA[13]. Experiments of the prototype photo agents were
carried out using desktop and laptop PCs running Windows XP. Initial results
show that agent-based P2P sharing is a light-weight and efficient approach to
content management and distribution on the Internet.

As the population of digital camera owners grows rapidly, photo agents will
become an indispensable tool for ad hoc photo sharing. Further experiments
and analysis are necessary to improve the sharing and searching algorithms to
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(a) Sharing selected photos (b) Notification

Fig. 4. Photo Agent Interface

ensure fast and reliable content delivery. The proposed agent-based P2P sharing
mechanism can be readily extended to other kinds of digital content in the near
future.

This research is sponsored in part by the ROC National Science Council
grant NSC-93-2213-E-002-087.
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Abstract. Reputation systems provide an incentive for cooperation in
artificial societies by keeping track of the behavior of autonomous enti-
ties. The self-organization of P2P systems demands for the distribution of
the reputation system to the autonomous entities themselves. They may
cooperate by issuing recommendations of other entities’ trustworthiness.
The recipient of a recommendation has to assess its truthfulness before
taking it into account. The current assessment methods are based on
plausibility considerations that have several inherent limitations. There-
fore, in this paper, we propose social structure as a means of overcoming
some of these limitations. For this purpose, we examine the properties of
social structure and discuss how distributed reputation systems can make
use of them. This leads us to the formulation of three hypotheses of how
social structure overcomes the limitations of plausibility considerations.
In addition, it is pointed out how the hypotheses can be tested.

1 Introduction

In general, autonomous agents lack inherent incentives to exhibit cooperative be-
havior in open artificial societies. The predominance of uncooperative behavior
leads to the emergence of a market for lemons [1] that, in turn, deprives coop-
erative agents of incentives for participation. Therefore, it is crucial to provide
incentives for cooperation. The analysis of the design space of such incentives [2]
has shown that the enforceability of every incentive pattern eventually relies on
a reputation system. A reputation system keeps track which agents keep their
promises and which do not. This information is exploited in order to pre-estimate
the behavior of potential transaction partners. By this means, a reputation sys-
tem supports the trust formation process of each agent.

The application of reputation systems to self-organized P2P systems appears
especially challenging. In the absence of any commonly trusted entity, the repu-
tation system has to be distributed to the autonomous agents themselves. They

� The work done for this paper is partly funded by the German Research Community
(DFG) in the context of the priority programs (SPP) no. 1140 and no. 1083.
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have to make up for the lack of centralized reputation processing by exchanging
recommendations of other agents’ trustworthiness [3] . The major challenge of
distributed reputation systems consists in assessing the truthfulness of such rec-
ommendations. In this regard, a recommendation is truthful if it corresponds to
the experiences made by the recommender.

The existing approaches for distributed reputation systems (e.g., [4,5]) make
use of plausibility considerations in order to provide for such assessment. This
means that the impact of a recommendation is contingent upon its plausibility
which, in turn, depends on its compatibility with prior beliefs. Such schemes
are vulnerable to misbehavior that is aimed at influencing the plausibility con-
siderations themselves [6]. In the human society, plausibility considerations are
complemented with considerations based on social structuring in order to in-
crease the accuracy of assessing recommendations [7,8,9]. This observation leads
us to propose the application of social structure to distributed reputation sys-
tems for artificial societies.

The paper is structured as follows: In Section 2, we analyze distributed rep-
utation systems and point out the limitations of existing approaches to assess
the truthfulness of recommendations. In Section 3, we examine the properties
of social structure and the means of making use of them in distributed reputa-
tion systems. We formulate three hypotheses of how social structure improves
distributed reputation systems in Section 4. The paper is concluded in Section 5.

2 Distributed Reputation Systems

In our previous work [6], we provided an analysis of distributed reputation sys-
tems and proposed the use of non-repudiable tokens (so-called evidences) in
order to improve their effectiveness. In this section, we recapitulate the findings
of that work and point out the need for a complementary means of increasing
the effectiveness of distributed reputation systems.

System Model and Requirements. We assume a system that consists of au-
tonomous agents that may exchange messages through authenticated channels.
Each agent runs a local instance of the reputation system. These instances may
cooperate by exchanging recommendations. The issuer of a recommendation (rec-
ommender) communicates the trustworthiness of a certain agent to the recipient
of the recommendation. Recommendations may be untruthful. Therefore, the re-
cipient has to assess the truthfulness of the recommendation before taking it into
account. In the following, an agent that performs such assessment will be referred
to as assessor.

Limitations of Plausibility Considerations. Plausibility considerations are con-
tingent upon prior beliefs. More specifically, the considerations comprise two
parts. On the one hand, a recommendation is assessed as rather trustworthy if
it is compatible to the first hand experiences made by the assessor itself. On the
other hand, the more the recommender is trusted the more the recommenda-
tion is regarded as truthful. In [6], we identified and discussed the limitations of
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plausibility considerations. In the following, we focus on three limitations that
are addressed by the hypotheses of Section 4.

1. Support for newcomers: If an agent enters into the system for the first
time, he lacks first hand experiences with other agents. In addition, the
newcomer does not know which agent can be trusted as a recommender.
Consequently, newcomers are not able to evaluate the plausibility of recom-
mendations.

2. Recognition of praising: Agents are able to form a collusion by mutually
overstating their trustworthiness. The colluding agents may render their mu-
tual recommendations plausible by truthfully recommending entities that are
not member of the collusion. Hence, such praising cannot be fully identified
by the means of plausibility considerations.

3. Dissemination of recommendations: Self-recommendations are needed
in situations in which the agents that are aware of the good conduct are
offline or unwilling to issue recommendations about the respective agent.
If self-recommendations are infeasible in such circumstances, the dissemi-
nation of recommendations is not effective. From the point of view of ef-
ficiency, the use of self-recommendations would also be desirable since an
agent would be able to self-recommend on demand whenever a transaction is
imminent. However, the use of plausibility considerations implies that a self-
recommendation can only be credibly communicated if its issuer has a good
reputation. Yet, in such a case, the other agents would already be aware of
the good conduct of the self-recommender so that the self-recommendation
becomes dispensable. Therefore, self-recommendations are not meaningful
if plausibility considerations are applied. As a result, the dissemination of
recommendations is neither effective nor efficient.

Limitations of Evidence Awareness. In [6], it is proposed to make use of evidences
in order to overcome the limitations of plausibility considerations. An evidence
is a non-repudiable token that may be arbitrarily transferred1. In contrast to
plausibility considerations, the application of evidences achieves a coupling be-
tween the actual behavior and the assessment of recommendations about it. This
is because the assessment of such behavior is conducted as a verification process
that is solely based on evidences. Yet, the coupling is not perfect since there are
inherent restrictions for the issuance of evidences. If behavior is not documented
by evidences, it has still to be assessed by the means of plausibility considera-
tions. Therefore, some limitations of plausibility considerations cannot be fully
overcome.

For the three limitations that we consider in this paper, the application of
evidences translates as follows: Newcomers are better supported since they do
not have to resort to plausibility considerations if evidence based verification is
possible. However, they still lack support for the assessment of undocumented
behavior. Furthermore, evidences do not provide a means of coping with praising.
1 The term evidence has been used differently in reputation systems. In [3,10], it

depicts witnessed circumstances, i.e., first hand experiences and recommendations.
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This is because the colluders could agree to mutually issue evidences of their
good conduct. Finally, the transferability of evidences allows for disseminating
self-recommendations. Yet, agents will provide a one-sided view of their track
record by only including evidences of his good behavior. However, the number
positive evidences does not give information about the ratio of good and bad
behavior of the self-recommender. Therefore, it is unclear to which extent such
one-sidedness compromises the meaningfulness of self-recommendations.

We conclude that evidence awareness has to be complemented by a further
approach in order to overcome the limitations of plausibility limitations.

3 Social Structure

In this section, we present social structure as an approach that copes with the
remaining limitations of plausibility limitations. For this purpose, we define the
concept of social structure and examine its properties. Subsequently, we point
out how social structure can be applied in distributed reputation systems and
discuss existing approaches that pursue this idea.

3.1 Definition and Properties

According to Giddens [9], social structure is defined as ”the patterning of in-
teraction, as implying relations between actors or groups, and the continuity
of interaction in time”. From this definition, we deduce the following two main
aspects:

– Relationships: The patterning of interaction implies that an agent may
establish a relationship with some of the other agent. Such a relationship has
a certain type and does not have to be mutual in nature. In the following,
we refer to a relationship of an agent A with an agent B as A −→type B.
Relationships are either directed (e.g., Child −→obedience Parent) or mutual
(e.g., Child ←→reliance Parent). The introduction of relationships facilitates
the formation of groups. In this regard, a group is a set of agents that have
mutual relationships of the same type.

– Dynamics: The temporal notion of the definition implies that relationships
are not necessarily pre-defined. They might as well be adaptive such that the
relationship network is responsive to time-variant cooperation patterns. In
such a case, there have to be criteria of when a relationship is to be established
and cancelled. If a relationship is directed, each agent is able to test these
criteria and perform the establishment and cancellation of relationships on
himself. However, for mutual relationships, the agents have to coordinate
the establishment and cancellation of their relationship. Therefore, mutual
relationships are more difficult to maintain than directed ones.

3.2 Application to Distributed Reputation Systems

We propose to apply social structure to distributed reputation systems in order
to overcome the limitations of plausibility considerations. For this purpose, we



How Social Structure Improves Distributed Reputation Systems 233

examine how a distributed reputation system can make use of the properties of
social structure.

There are several types of relationships that make sense in the context of a
distributed reputation system. The trust-relationship and distrust -relationship
refer to high and low levels of trust respectively. A more specific type of relation-
ship is the bail -relationship. If an agent (bailor) establishes such a relationship
to another agent (bailee), he agrees to be punished for the misbehavior of the
bailee. Therefore, the establishment of a bail-relationship necessitates especially
high trust levels by the bailor.

Based on these types of relationships, the distributed reputation system can
be extended as follows:

– Dissemination of recommendations: If an agent wants to evaluate trust-
worthiness of other agents, he prefers to ask those agents with whom he has a
trust-relationship. For the pro-active dissemination of one’s own recommen-
dations, the recommender has to know which agents have a trust-relationship
with himself, as it is the case for mutual trust-relationships.

– Assessment of recommendations: Upon receival of a recommendation,
an agent has to assess its truthfulness. Such assessment can be based on his
relationship with the recommender. This means that the assessor perceives
the recommendation as more truthful if he has a trust-relationship with the
recommender.

– Self-recommendations: An agent is able to self-recommend by stating
which agents have a bail-relationship with him. The more bailors an agent
has, the more he appears trustworthy. The assessor of such a self-recommen-
dation has to be convinced that the stated agents are indeed bailors. There
are two means of doing so. First, the assessor may request that the stated
agents confirm their status as bailors. Yet, the agents might be offline or
not willing to respond to such request. Second, a bailor may render the bail-
relationship non-repudiable by handing over an evidence of the relationship
to the bailee. In such a case, a self-recommender is able to prove that the
stated agents are indeed ready to bail for him. The disadvantage of this ap-
proach is that bail-relationships either cannot be cancelled or are temporally
bounded. In the latter case, bail-evidences have to be issued repeatedly.

3.3 Existing Approaches

Among the existing distributed reputation systems [4,5,11,12], only few make
use of social structure. In the following, we take a closer look at them.

Friends&Foes [11] is a distributed reputation system that makes use of an
adaptive social structure2. It consists of two types of directed relationships, i.e.,
the trust-relationship (so-called friends) and the distrust -relationship (so-called
foes. These relationships make the one-sided trust levels explicit. Yet, they are
2 A further distributed reputation system based on the notion of friends is presented

in [5]. It applies directed trust-relationships but fails to make them explicit. Hence,
the contents of recommendations cannot be based on social structure.
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only exploited for the formation of trust. Hence, the dissemination and assess-
ment of recommendations does not make use of the social structure.

The Buddy System [12] is a further distributed reputation system that applies
social structure. The only type of relationship is a mutual buddy-relationship that
is established adaptively between a pair of agents (so-called buddies). A buddy-
relationship is a combination of the trust-relationship and the bail -relationship.
There are two criteria for its establishment. Apart from mutually trusting each
other, the agents have to perceive the trustworthiness of other agents likewise.
This additional criterion is called similarity of world views. It is set in place in
order to reduce the conflict potential between buddies. Buddy-relationships are
not documented with evidences. Therefore, the assessor of a self-recommendation
probabilistically contacts some of the alleged bailors. Based on their responses,
the assessor makes a projection of the actual number of buddies. Recommenda-
tions about third parties can also be issued in the Buddy System. The recom-
mender disseminates them to his buddies.

4 The Impact of Social Structure: Three Hypotheses

In this section, we formulate three hypotheses of how social structure overcomes
the limitations of plausibility considerations. Furthermore, we point out the in-
tuition that lies behind each hypothesis and discuss for each hypothesis how it
can be tested in the context of simulations.

Hypothesis 1: Orientation for Newcomers
Social structure provides an orientation for newcomers such that they
are able to assess the trustworthiness of other agents.

The intuition behind this hypothesis is that the trustworthiness of agents is
reflected in the relationship network of the social structure. Hence, it suffices for
a newcomer to gain an overview of the relationship network in order to find out
about the trustworthiness of the other agents. For this purpose, a newcomer has
to request self-recommendations from those agents he is interested in.

For the test of this hypothesis, the performance of newcomers has to be com-
pared for a distributed reputation system with and without social structure. In
this respect, performance refers to the portion of successful transactions, i.e.,
transactions without defection. The hypothesis can be validated if the perfor-
mance experiences a sustained amelioration by the presence of social structure.

Hypothesis 2: Protection Against Collusions
Social structure curbs the impact of colluding agents that mutually
praise.

In the presence of social structure, colluders have to choose among two op-
tions. If they opt to make their collusion explicit by establishing mutual bail-
relationships, the collusion becomes identifiable. For this purpose, it suffices to
gain bad experiences with few of the colluders in order to conjecture that the
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group is indeed a collusion. However, if the colluders refrain from establishing
relationships, conventional recommendations provide the only means of mutual
praising. In such a case, their recommendations tend to be dwarfed by the bail-
relationships that well-behaving agents establish. Therefore, regardless of which
option the colluders choose, the impact of praising is marginalized or praising
even becomes counter-productive.

The hypothesis can be tested by comparing the performance of colluding and
non-colluding agents in the presence of social structure. Such comparison has to
distinguish between colluders who opt for making their collusion explicit and
those who resort to conventional recommendations.

Hypothesis 3: Effective and Efficient Dissemination
Social structure allows for a more effective and efficient dissemination
of recommendations.

The intuition behind this hypothesis is twofold. First, recommendations may
be disseminated more convincingly along the relationship network of the social
structure. By disseminating along the trust-relationships, a recommendation is
only obtained by those agents that take it most into account. Therefore, we are
able to economize on the dissemination to agents that would neglect the rec-
ommendation. This yields an increased efficiency of disseminating recommenda-
tions. Second, an agent may self-recommend by stating which agents are ready
to bail for him. According to Section ??, the possibility to self-recommend impli-
cates more effectiveness and efficiency for the dissemination of recommendations.

For the test of this hypothesis, we have to show that a distributed reputation
system with social structure dominates any plausibility based distributed repu-
tation system in terms of both effectiveness and efficiency. The effectiveness of
disseminating recommendations can be evaluated by measuring the effectiveness
of the distributed reputation system itself. In [13], the coefficient of correlation
between individual cooperation costs and utilities has been proposed as such
a measure of effectiveness. More specifically, the higher the coefficient of cor-
relation and the higher the slope of the regression line, the more effective the
distributed reputation system is. The efficiency of disseminating recommenda-
tions can be evaluated in a more straightforward manner by keeping track of the
number of sent recommendation messages.

5 Conclusion

Distributed reputation systems provide an incentive for cooperation in P2P sys-
tems by keeping track of the behavior of autonomous entities. The agents may
cooperate by issuing recommendations of other entities’ trustworthiness. Cur-
rently, the assessment of such recommendations is based on plausibility consid-
erations and evidence awareness. In this paper, we have pointed out that these
assessment methods require a further means of dealing with their shortcomings.
For this purpose, we have proposed that social structure is applied to the dis-
tributed reputation system. We have examined the properties of social structure
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and discussed its impact on distributed reputation systems. This led us to the
formulation of three hypotheses of how social structure overcomes the limitations
of plausibility considerations. We have pointed out how the hypotheses can be
tested.

In the future, we will test the hypotheses by the means of simulation. The
tentative simulation results3 corroborate the first two hypotheses and indicate
the validity of the third one. Furthermore, we plan to investigate whether there
is a generic means of augmenting existing distributed reputation systems with
social structure.
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Abstract. A multiagent distributed system consists of a network of het-
erogeneous peers of different trust evaluation standards. A major concern
is how to form a requester’s own trust opinion of an unknown party from
multiple recommendations, and how to detect deceptions since recom-
menders may exaggerate their ratings. This paper presents a novel ap-
plication of neural networks in deriving personalized trust opinion from
heterogeneous recommendations. The experimental results showed that a
three-layered neural network converges at an average of 12528 iterations
and 93.75% of the estimation errors are less than 5%. More important,
the model is adaptive to trust behavior changes and has robust perfor-
mance when there is high estimation accuracy requirement or when there
are deceptive recommendations.

1 Introduction

In a system where no global or central reputation mechanism is available, an
alternative is to aggregate a collection of local trust evaluations, i.e., recom-
mendations. Current recommendation trust models differ in their selections of
recommenders and in their aggregations of recommendations. Examples are so-
cial network topological model by Pujol et al. [1], Bayesian rating model by Mui
et al. [2], Bayesian Network by Y. Wang et al. [3], and Dempster-Shafer belief
model by Y. Bin et al. [4] etc.

Zacharia and Mae’s HISTO model [5] applies raters’ reputations and the de-
viation of the ratings as weights to the recommended trust value. It uses breadth
first search algorithm to find all the referral chains within certain length limit
and branching size. Riggs et al. [6] developed a quality filtering trust model.
The model rates reviewers and applies the quality of the reviewers into merits
of the reviewed papers. Mui et al. [2] proposed a recommendation trust model
based on Beyesian probability theory. A referral chain’s trust is measured by suc-
cessive applications of Beyesian probability of two contiguous references along
the chain. Chernoff Bound is used as a reliability measurement for trust infor-
mation gathered along each chain. Yu et al. [4] presented an evidence model
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to evaluate recommendation trust. The model applies Dempster-Shafer theory
to multiple witnesses. Pujol et al. [1] proposed a recommendation trust model
that applies noderanking algorithm to infer a node’s reputation based on social
network topology.

However, there are a few caveats to the approaches mentioned above. First,
different users may arrive at significantly varying estimates of performance of
the same service provider. Second, different users may be able to observe dif-
ferent instances of the performance of a given service provider. Third, decep-
tive recommendations may exist. More sophisticated collaborative trust models
[3][7][8][9][10][11][12] are developed.

Wang et al. [3] applied Naive Bayesian network to recommendation trust
since trust is multifaceted. EigenTrust model of Kamvar et al. [10] focuses on
detecting malicious file providers in peer-to-peer file sharing networks. The model
is built on the notion of transitive trust, i.e., a peer trusts authentic file providers
as well as their recommendations. Yu et al. [12] applied weighted majority tech-
nique to belief function and belief propagation. The model assigns weights to
recommenders and decreases the weights assigned to unsuccessful recommenders.

Our approach is a novel application of neural network techniques in recom-
mendation trust. It derives a requester’s own trust opinion from multiple het-
erogeneous recommendations, i.e., recommendations of different trust estimation
processes and evaluation models with or without deceptions. It concentrates on
the algorithms of selecting qualified recommenders and propagating their recom-
mendations into the requester’s own trust opinion. The approach assumes that a
requester’s trust opinion v0 is a function of M recommenders’ recommendations
vi, i = 1, 2, . . . , M :

v0 = F (v1, v2, . . . , vM ) . (1)

What we do is to find out those M recommenders, i.e., qualified recommenders,
and to approximate function F . Suppose there are N movie file providers with
whom the requester and the M recommenders all have direct experiences. Given
the requester’s and the recommenders’ trust opinions of N providers, vj

i , where
i = 0, 1, . . . , M, j = 1, 2, . . . , N , our work is to find a function F such that the
summation of the squared estimation errors is minimized.

min

N∑
j=1

(vj
0 − F (vj

1, v
j
2, . . . , v

j
M ))2 . (2)

Where vj
0 stands for the requester’s trust opinion of movie file provider j, and

vj
i stands for recommender i’s trust opinion of movie file provider j. Once F

is found, we can plug in the M recommenders’ trust opinions of the party of
interest and obtain immediately the requester’s trust estimation of the party of
interest.

The rest of the paper is organized as follows. Section 2 develops an ordered
depth-first recommendation trust network and designs an algorithm to identify
qualified recommenders. Section 3 introduces a neural network-based recommen-
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dation trust model. Section 4 presents experimental results. Section 5 concludes
the paper.

2 Ordered Depth-First Recommendation Network and
Qualified Recommenders

An ordered depth-first search for current recommenders is developed. Among
current recommenders, we select qualified recommenders, whose trust opinions
are used to build the opinion filtered neural network trust model (OFNN).

2.1 Ordered Depth-First Recommendation Network

A requester keeps a rated recommender set per trust context. A recommender
set R contains a qualified recommender set QR and an unqualified recommender
set NQR. All qualified recommenders are ranked higher than unqualified rec-
ommenders. Qualified recommenders are ranked by the number of times they
have been selected as qualified recommenders. Unqualified recommenders are
ranked by the number of times they have been selected as recommenders but
not qualified. Initially, the qualified recommender set is empty and the unqual-
ified recommender set consists of all the acquaintances of the requester. The
acquaintances are ranked by their trust values. R is updated and reordered after
the requester sends a new query to every r ∈ R and obtains a current set of
qualified recommenders QRc and unqualified recommenders NQRc.

We use ordered depth-first search (ODFS) for current recommenders Rc. Rc

is made up of those having direct trust experience with the party of interest.
The depth-first search is ordered by recommenders’ rates. That is, a highly
rated recommender’s trust opinion is processed first. We set limits on chain
length and branching size of an ODFS. An ordered depth-first recommendation
network need building only when the qualified recommenders of an OFNN are
unable to provide recommendations for the current trust query.

2.2 Identification of Qualified Recommenders

Qualified recommenders are those in current recommender set Rc and having
direct experiences with a set of parties (under the same trust context) that
the requester also has direct experiences with. We assume peers are willing to
exchange trust opinions for mutual benefits. To identify qualified recommenders
QRc and those parties(movie file providers in our case), a requester first selects
top N active movie providers P with whom he has direct experiences. The
requester exchanges trust opinions of providers P with current recommenders
Rc. A two dimensional array RP is built where element RP [i][j] is either 1 or 0,
representing that recommender ri ∈ Rc has or has not direct trust experiences
with movie file provider pj ∈ P . Recommenders that know less than ceil1 movie
file providers are excluded and movie providers that are known by less than ceil2
recommenders are also excluded. A new RP array is built based on the selected
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recommenders and movie file providers. The top ceil3 recommenders that know
the majority of the movie file providers are selected as qualified recommenders.
Those movie file providers that are known by all the ceil3 qualified recommenders
forms new P .

3 Opinion Filtered Recommendation Trust Model

There is an OFNN per trust context per peer. A peer(requester)’s OFNN under
certain trust context is trained by his and his qualified recommenders’ trust
opinions, for example the trust opinions of movie file providers P . The input layer
of the OFNN contains as many neurons as the number of qualified recommenders.
The input neurons represent the qualified recommenders’ trust opinions. The
output layer contains only one neuron, representing the requester’s trust opinion.
There can be as many hidden layers and hidden neurons as necessary to catch the
nonlinear relationship between input and output values and to satisfy the model’s
convergent speed. We set up a three-layered OFNN with random initial neuron
connections and a random learning rate. We then apply the backpropagation
algorithm [13] to train the OFNN. The details are as the following. Qualified
recommenders’ trust opinions flow forward through the neural network as:

ou =
1

1 + e−W uRu
(3)

Approximation errors flow backward at the output neuron and at the hidden
neurons as:

δ = o(1 − o)(t − o) (4)

δh = oh(1 − oh)whδ (5)

Neuron connections are updated as:

wij = wij + ηδioi (6)

Where W u and Ru represent a weight vector and a reputation vector forwarded
to neuron u respectively. o is the estimated reputation opinion generated by the
output neuron, and oi is the output value of neuron i. t is the requester’s reputa-
tion opinion. wh is the weight of a connection between hidden neuron h and the
output neuron. wij is the weight from neuron i to neuron j. δ and δh stand for
error items at the output neuron and hidden neuron h respectively. Algorithm 1
describes the entire process. The algorithm can be optimized by storing several
most recently used neural networks instead of one last updated neural network.
There is a trade off between memory (storage of more than one neural networks
per trust context) and computation speed (time spent on finding Rc, identifying
QRc and retraining the OFNN).
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Algorithm 1. Build Opinion Filtered Trust Model

1: if (qualified recommenders of the OFNN can not provide recommendations)
2: ordered depth-first search for recommenders Rc;
3: identify qualified recommenders QRc;
4: train Neural Network by backpropagation algorithm;
5: end if
6: update rated recommender set R;
7: input recommendations of the current request through the neural network;
8: output the personalized opinion filtered recommendation trust

4 Experiment Results

We simulated trust behavior of 50 agents in a P2P movie file sharing network.
Total 500 transactions were simulated. Movie file providers and movie file down-
loaders were generated randomly from the 50 agents. A movie file provider’s
trust behavior was evaluated by two factors, file quality and download speed
of the file. Each agent had an average download speed quality u1 and an av-
erage file quality u2. u1 and u2 were randomly generated in a range of [0, 1].
The actual download quality u1 and download speed u2 of a transaction were
generated by identical and independent distributions distributed uniformly and
randomly centering with mean value u1 and u2 respectively. A single transaction
was evaluated by the weighted average of u1 and u2. The normalized weights of
those two factors varied from one agent to another. The weights were generated
randomly in a range of [0, 1]. We also simulated non deceptive and deceptive
recommendations. We assume a recommendation follows:

vrec = min(1, cvact) . (7)

Where c is a factor larger than zero, vact is the actual trust rating, and vrec is the
recommendation. If c is larger or less than 1, the recommendation is deceptive.

Our experiments were based on the simulated data. We set 10 different es-
timation error thresholds and ran the opinion filtered recommendation trust
model twenty times for each size. To train a trust neural network, we randomly
set learning speed η in a range of [0.4, 0.6], and set the initial weights of neuron
connections in a range of [-0.05, 0.05]. A correct estimation is the one satisfying
|oi−ti|

ti
≤ θ (θ is a constant), and correctness function T is:

T (oi, ti) =
{

1, for |oi−ti|
ti

≤ θ

0, otherwise
(8)

Where θ is an estimation error threshold, oi and ti stand for the output trust
and the requester’s actual trust evaluation of movie file provider pi individually.

Table 1 shows the average convergent speed and estimation correctness un-
der various estimation error thresholds. The estimations were 100% correct and
converged at 404,047 iterations if the estimation errors were allowed to be no
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more than 15%. We had 93.8% correct estimations if the estimation accuracy
was 95% and above. Figure 1 shows the performance of the opinion filtered trust
model under different accuracy requirements with and without deceptive recom-
mendations. The model converged at an average of 34.8% more iterations under
deceptive recommendations than under honest recommendations when estima-
tion errors were set less than 15%. When estimation errors were in the range from
15% to 30%, surprisely, the model converged faster by 12.5% under deceptive
recommendations than under honest recommendations. This might result from
differences in randomly generated learning rates and initial weights of neuron
connections. Estimation error threshold θ = 10% is a critical point. The con-
vergent speed dramatically slows down if θ is less 10%. Figure 2 compares the
convergent speed and estimation accuracy under 36 and 16 sets of recommen-
dations with deceptions. It demonstrates that the model provided comparable
correctness estimations with 6.4% less iterations under 36 sets of recommenda-
tions .

Table 1. Convergence and Correctness of Opinion Filtered Trust Model

Estimation Error Learning Rate Convergence Correctness
θ η (number of iterations) 16

i T (oi, ti)
30% 0.485 54042 16
25% 0.48 165260 16
20% 0.49 273207 16
15% 0.515 404047 16
10% 0.555 551989 15
9% 0.475 684838 15
8% 0.5 810923 15
7% 0.59 1006285 15
6% 0.595 1221718 15
5% 0.595 1435770 15

5 Conclusion

This paper studies the problem of heterogeneous and deceptive recommendations
in trust management. It focuses on how to accurately and effectively derive trust
value of an unknown party from multiple recommendations. It designs an ordered
process of depth-first search for recommenders. It also develops an algorithm to
identify qualified recommenders and to aggregate their recommendations. The
neural network trust model helps an agent to minimize the effect of deceptions
and heterogeneous trust evaluation standards. The model derives a trust value
based on an agent’s own trust standards and thus makes trust decision easier.
The experimental results show that the neural network model converges at fast
speed with high accuracy. More important, the model has good performance
under various accuracy requirements and is capable to aggregate multiple recom-
mendations non-linearly. For simplicity, the experiments were carried out based
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(a) Comparison of convergent speed (b) Comparison of estimation cor-
rectness

Fig. 1. Performance of the trust model with and without deceptions under various
estimation accuracy requirement

(a) Comparison of convergent speed (b) Comparison of estimation cor-
rectness

Fig. 2. Performance of the trust model trained by 16 and 36 sets of recommendations
with deceptions under various estimation accuracy requirement

on a simple deception model and on weighted average trust estimation processes.
Conceptually, the model can be applied to more complicated deceptions and to
different estimation processes and local trust models. The model is adaptive
to changes of agents’ trust behaviors and expertise as well. This can be easily
achieved by retraining a recommendation trust neural network.

In future work, we plan to integrate the model in a dynamic environment
of a multiagent system, where agents adapt their strategies and trust models.
We also plan to study a recommender’s reputation and compare various trust
models’ performance.
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